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Chapter 1

Introduction and Motivation

In contemporary virtual reality (VR) systems demands grow for realistic and accurate
modelling of visual properties of real materials in particular for purposes of visual safety
simulation in automotive industry and car/architectural interior design among others.
Standard smooth textures combined with reflectance models and bump mapping show not
to be able to accurately capture real material behaviour, which depend on mesostructure
roughness and anisotropic reflectance properties. The solution is employing rough textures
that imitate reflective properties as close as possible to an original material with respect
to illumination and view positions.

Although there is not any definition of texture generally accepted we can assume tex-
ture as random field realisation with spatially homogeneous properties whose principal
characteristic is a repetition of a basic visual pattern. We can principally divide textures
into two major categories. The smooth textures are textures which fulfil Lambertian law,
i.e., their appearance is independent on illumination and view direction and represent
ideally diffuse material. However, many of real-world materials violate this Lambertian
assumption which results into the second major category - rough textures. Rough texture
reflectance depends on illumination and viewing direction and this is caused by surface
structure of the original material (shadowing, masking) or its underlying physical proper-
ties (anisotropic specularity, inter-reflections, subsurface scattering).

Although the rough textures allows accurate simulation of surface appearance, due
to their high dimensionality their measurement, representation and modelling was signif-
icantly limited in the past. Nowadays with constant increase of available computational
power the number of available VR systems increases as well as their overall complexity.
Moreover, contemporary graphics hardware became a very powerful tool for computations
performed in each individual fragment of virtual scenes. These advanced and continually
developing graphics techniques enable to process relatively complex models that represent
appearance of real-world materials used to cover objects in VR systems.

Visual perception of such objects significantly depends not only on their shape but
particularly on the representation of the surface materials. The most common, com-
putationally simple approach in the past was based on using a single smooth texture lit
according to empirical reflectance model, optionally combined with a bump-mapping tech-
nique. Later the real material reflectance was measured to capture the original reflectance
with respect to varying light and camera positions. This so called Bidirectional Reflectance
Distribution Function (BRDF) was compressed and approximated by variety of analyti-
cal models in the past. BRDF, in itself, does not preserve texture information, so this

1



2 Chapter 1. Introduction and Motivation

approach was suitable mainly for homogeneous materials as, e.g., metals, plastics, ivory
and another polished homogeneous surfaces. However, a large number of real rough sur-
faces such as plaster, leathers, fabrics etc. have complicated spatial structure that causes
effects such as shadowing, masking, inter-reflection and sub-surface scattering dependent
on different illumination and view directions. During last years a new precise rough tex-
ture representation has appeared in form of Bidirectional Texture Function (BTF). BTF
is a six-dimensional function which introduces additional dependency of measurements on
material planar position. This means that BTF preserves, in contrary to BRDF, also the
desired spatial texture information.

The importance of BTF is shown in Fig. 1.1. The figure depicts objects covered
by two different BTF materials lighted from three different illumination directions. The
change of illumination and view directions considerably affects the visual appearance of
real materials and each of them in different way - this can be relatively easily recorded by
means of BTF.

Figure 1.1: Example of BTF behaviour for two different materials.

The BTF measurements are usually represented by means of thousands of images taken
for different illumination and viewing directions. Consequently, the storage size of such
measurements is several GB depending on planar and angular BTF resolution. Due to
this huge storage size the raw BTF data can not be directly used for any fast application
even when high-end contemporary graphics hardware is employed.

For fast rendering of BTF on objects in VR an efficient BTF model is required. The
main motivations and goals of the BTF modelling are:

• Data compression - Due to limited GPU memory the data size of original BTF
measurements prevents any fast application. The size of BTF have to be consider-
ably reduced to enable rendering of complex scenes comprehending several different
materials 1.

• BTF enlargement - Measured BTF is always too small to seamlessly cover virtual
object surface of required size.

• BTF reconstruction - Ideal BTF modelling method should allow BTF reconstruc-
tion for unmeasured combinations of view and illumination angles within range of
possibly spare set of BTF measurements.

• Visual quality preservation - Measured BTF describes real material reflectance
properties and its main visual features and characteristics that have to be preserved.

• Fast rendering of data from a BTF model - Fast applications implemented
directly in graphics hardware require efficient synthesis algorithms working preferably
in pixel-wise manner.

1All compression ratios in this thesis are related to a size of the original University Bonn BTF measure-
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As BTF modelling is quite a new research area at the frontiers of computer graphics,
computer vision and image processing, not too many publications exist so far in this
field when compared to other research areas. Most of them address sample based BTF
compression methods to store original or pixel-wisely parametrised BTF samples, thus the
problem of texture enlargement remains open. Most recent methods are based either on
clustered pixel-wise BRDF models (ABRDF) or on linear basis decomposition. The BTF
measurements are enlarged by means of simple image repetition or seamless image tiling
approaches. The rest of the methods synthesises novel BTF images by interpolation of
spare set BTF measurements according to Lambertian reflectance function or by matching
estimated range-map of material with these spare BTF measurements.

However, till now no generic BTF modelling approach is available which does not need
to store neither BTF samples nor any of their pixel-wise parametric representation. None
of contemporary BTF models can be considered perfect for all application fields, types of
approximated material, required speed and visual quality.

1.1 Objectives of the Thesis

The main objectives of this thesis are as follows:

• Provide a survey of rough texture measurement, representation, compression and
modelling methods published up to now.

• Provide an overview and comparison of publicly available BTF databases.

• Introduce two novel BTF modelling approaches and the corresponding models.

The first of them is probabilistic BTF modelling approach based on BTF segmen-
tation and subsequent modelling of obtained subspace images by means of several
distinct Markov Random Field (MRF) models. Due to the fact that simple MRFs
have difficulties to reproduce regular low frequency structure of measured material,
we have used displacement mapping filter which combines the synthesised subspace
images with estimated range-map of modelled material.

The second proposed BTF modelling approach is a polynomial extension of pixel-
wise Lafortune reflectance model. Synthesised BTF data are enlarged by means of
image tiling of the model parameter space. To achieve higher compression ratios we
employ an additional parameter clustering technique.

Both of these approaches enable fast hardware implementation in contemporary VR
systems and were developed in the scope of EC project IST-2001-34744 RealReflect
(Real Time Visualization of Complex Reflectance Behaviour in Virtual Prototyping)
[1]. The main objective of this project was the development of advanced VR system
aimed to high-end interior design in architecture and automotive industry. For
design purposes the appearance of virtual objects has to be realistic, whereas the
speed of rendering is assumed to be at interactive frame-rates. Although raw BTF
measurements can with an additional enlargement method reproduce the reflectance
properties of observed material very realistically, due to huge size of this BTF data

ments [98]. Each such a BTF dataset has angular resolution ni × nv = 81 × 81 and corresponding planar
resolution of BTF images is 800 × 800 (see Section 3.3).
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the rendering speed is unfortunately very low. However, the proposed BTF models
offer reasonable visual quality while the amount of data to be stored is considerably
reduced and fast rendering is guaranteed.

1.2 Chapter Outlines

The thesis is divided in chapters as follows:

Chapter 2: Rough Surface Reflectance Representation Contains a short review
of material surface appearance measurement and modelling methods published up to now.
Includes brief description of methods for representation and modelling of BRDFs, BSS-
RDFs and BTFs and discuses their basic properties.

Chapter 3: BTF Databases This chapter describes three publicly available BTF
databases and discusses their properties and limitations.

Chapter 4: BTF Rendering The basic problems occurring in BTF rendering and
corresponding suggested solutions are proposed in this chapter. Includes BTF mapping,
interpolation and additional surface macrostructure simulation by means of bump or dis-
placement mapping.

Chapter 5: Range-Map Acquisition Range-maps and normal-maps enable one way
of surface height simulation and takes part in proposed probabilistic BTF model introduced
in Chapter 7. Different methods of range data acquisition and estimation are discussed
and compared, and their results on real materials are provided.

Chapter 6: Segmentation of BTF Data This chapter describes the proposed ap-
proach of BTF segmentation of space of illumination and view directions into several BTF
subspaces. This enables efficient subspace modelling by means of probabilistic BTF model
introduced in Chapter 7.

Chapter 7: Probabilistic BTF modelling A novel BTF model based on combination
of BTF segmentation, MRF probabilistic model and rough structure modelling based on
displacement filter is introduced together with numerous results for distinct materials.
Additionally, properties of the proposed model are discussed as well as possibilities of its
fast implementation in hardware.

Chapter 8: BTF Modelling Using Reflectance Models This chapter introduces
the novel reflectance BTF model based on polynomial extension of one-lobe Lafortune
reflectance model and its clustered variant. Several ways of BTF enlargement are discussed
and the chapter provides obtained results in comparison with original BTF measurements.

Chapter 9: Results Verification and Testing This chapter summarises the methods
for quality verification and testing of individual proposed BTF models.
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Chapter 10: Conclusions and Future Work This chapter summarises achieved
results of BTF modelling and also mention open problems beyond the scope of our research
and suggests further research directions of BTF modelling.



Chapter 2

Rough Surface Reflectance

Representation

The main purpose of this chapter is to provide general information about research per-
formed so far in the field of realistic modelling of real-world materials appearance. Each
such a rough material can be characterised with respect to its visual appearance using
following three major appearance levels:

• Macrostructure level - representing texture pattern repetition (usually low fre-
quencies in corresponding texture image). Texture information on this level can be
approximated by means of surface height measurements using displacement mapping
with additional polygonal tessellation.

• Mesostructure level - includes relatively small yet still visible geometric details
(usually higher frequencies in corresponding texture image), e.g., small bumps,
woollen knits, etc.

• Microstructure level - involves surface microfacets which are visually indistin-
guishable and which control the overall appearance of material depending on view
angles according to physical rules, e.g., smooth fibers of textile, which reflect light
more efficiently if the light shines parallel to their orientation.

Depending on actual application task the real materials are modelled in scope of ap-
propriate level. This approach enables significant reduction of the complexity of input
high-dimensional data and consequently allows using simpler data representation. E.g.,
material modelling in scope of microstructure level reduces to single colour reflectance
modelling while the macrostructure level requires a model that preserves the spatial struc-
ture of the material.

Several types of material representation have been used in computer graphics up to now
whose complexity considerably depends on concrete application field. The most common
material representations as well as their mutual relations are shown in Fig. 2.1. First
we describe the most common BRDF representation that provides material reflectance
information depending on illumination and viewing position. Several of BRDF modelling
methods based on factorisation or reflectance models published up to now are discussed.
However, the BRDF have proved to be insufficient for satisfactory representation of rough
or textured materials, what led to further research and introduction of more complex

6



2.1: Bidirectional Reflectance Distribution Function 7

Figure 2.1: The overview of real-world material representations in computer graphics.

representation models. The most general of them is Bidirectional Subsurface Scattering
Reflectance Distribution Function (BSSRDF). This eight-dimensional function comprises
reflectance values for any combination of incoming / outgoing planar positions on material
sample and illumination / viewing directions. Since it is quite difficult to measure and
even model such a complex function, its simplification consisting in unification of incoming
and outgoing planar position was necessary. This simplification results in six dimensional
BTF which is used for photo-realistic rendering of real-world materials nowadays. This
function is usually represented by a set of illumination / view dependent images and thus
its size is still considerably large. Thus the development of efficient BTF compression
and synthesis algorithms to enable fast BTF rendering using standard graphics hardware
is one of main challenges in computer graphics community as well as main topic of this
thesis. As BTF modelling is quite a new research area, there is not as many related results
as in other research fields available. However, many contemporary image data processing
algorithms can be favourably employed.

2.1 Bidirectional Reflectance Distribution Function

Material surface at micro-structure level can be represented by Bidirectional Reflectance
Distribution Function (BRDF). BRDF is a 4D function introduced in work of Nicodemus
[88] which describes the relation between incident irradiance E from direction ωi = [θi, φi]
and radiance L reflected off observed material to direction ωv = [θv, φv ] (see Fig. 2.2 and
(8.1)) according to the following equation

BRDF (θi, φi, θv, φv) =
dLv(θi, φi, θv, φv)

dEi(θi, φi)
(2.1)

where θ and φ depict elevation and azimuthal angles respectively (see Fig. 2.2). BRDF
captures physical reflectance behaviour of uniform surface elements. It is called bidirec-
tional because the incident and reflected directions can be reversed for the function to
return the same value. This fact follows from the physics of light [5].

BRDF has two main important properties. The first one is the Helmholtz reciprocity
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Figure 2.2: Relationship between illumina-
tion and viewing angles within texture coor-
dinate system.

Figure 2.3: Light vector trajectory above the
sample. The movement of illumination starts at
the top of.

rule [10] fulfilling

∀ωv ∈ H ∀ωi ∈ H (2.2)

BRDFr3(θi,1, φi,1, θv,1, φv,1) = BRDFr3(θi,2, φi,2, θv,2, φv,2)

where θi,2 = θv,1, φi,2 = φv,1, θv,2 = θi,1, φv,2 = φi,1 and H means the set of all possible
positions on a hemisphere above the material.

The second property is the energy conservation law where the BRDF has to fulfil
following normalisation condition

∀ωv ∈ H
∫

ωi∈H
BRDFr3(θi, φi, θv, φv)(N · ωv)dωv ≤ 1 . (2.3)

where N is surface normal at a given point and ωv is viewing vector.

According to BRDF shape two kinds of surfaces are distinguished:

• Diffuse surfaces – the light is reflected in every direction. The limit case is Lamber-
tian surface, i.e., the BRDF becomes a constant function when the light is reflected
in every direction equally.

• Specular surfaces – the light is reflected only in a small area close to the mirror
reflection. The limit case, i.e., the perfectly specular (Fresnel) surface, is obtained
when the BRDF becomes a Dirac function when the light is reflected in one single
direction.

2.1.1 BRDF Measurement

BRDF can be measured using gonioreflectometers. This device mechanically moves the
position of light source and spectral sensor owing to measured material and collects large
number of point samples. Because the BRDF is in general a function of four angles, two
incident and two reflected, such a device must have four degrees of freedom to measure
the complete function [116].

Another advanced BRDF measurement system together with data-driven reflectance
model was presented by Matusik et al. in [74]. This measurement process gives 20-80
millions of BRDF samples per material. These samples are acquired at special coordinate
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system based on view and illumination angles with respect to the half angle vector instead
of the normal vector as it is common. This coordinate system allows to vary the sampling
density near the specular highlight. This results in assigning higher angular resolution
near specular reflection and vice versa.

Direct measurement is not the only way of obtaining BRDF. Ashikhmin introduces
in [2] an efficient method that takes as input 2D micro-facet orientation distribution and
produces a 4D BRDF. This method uses a simple shadowing term allowing to handle
general micro-facet distributions while maintaining reciprocity and energy conservation.

Finally, the simplest way to obtain BRDF data is BTF data averaging in contextual
neighbourhood containing all kinds of structure elements presented in original material.

2.1.2 BRDF Modelling

The main goal of BRDF modelling has been to develop a compact BRDF representation to
enable fast rendering in graphics hardware. The BRDF measurements were approximated
by several methods in the past. We present the main ones in the following.

2.1.3 BRDF Factorisation

BRDF can be represented by means of spherical harmonics [120] which are analogous to
Fourier series, but in the spherical domain. Spherical harmonics are especially suitable for
representing smooth spherical functions. This is often the case with reflectance functions.
Using this method the BRDF (containing hundreds of measurements) can be represented
using only up to 25 coefficients. 4D BRDF representation for real-time rendering applica-
tions utilising a 2D table of spherical harmonics coefficients was introduced in [55, 102].

Another BRDF factorisation method [52] exploits singular value decomposition (SVD)
for separable BRDF decomposition. BRDF is replaced by the sum of products of two
2D functions stored in texture maps. Final BRDF reconstruction can be performed by
means of a fast hardware-implemented multiplication of these texture maps. Moreover,
the authors recommend normalised decomposition instead of SVD. This decomposition is
faster, simpler and uses no more components than is required for final representation.

Even more efficient BRDF factorisation method based on homomorphic factorisation
(HF) was introduced in [76]. Homomorphic factorisation, similarly to SVD, decomposes
BRDF into several factors of lower dimensionality, each factor dependent on a different
interpolated geometric parameter. Compared to SVD this technique generates a factori-
sation with only positive factors, enables control over the result smoothness and works
well with scattered, sparse data without a separate resampling and interpolation algo-
rithm. This approach was extended in [65] for isotropic BRDF lighting computation using
environment maps.

A 4D surface light field function factorisation by means of non-negative matrix fac-
torisation was shown in [9] to be significantly easier to implement than the homomorphic
factorisation mentioned above. Compared to PCA the HF produces non-negative basis
images that form a parts-based representation and all of them are needed to reproduce
a consistent approximation of the input data.
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2.1.4 BRDF Approximation Using Reflectance Models

Another BRDF modelling approach employs reflectance models for BRDF approximation.
Several reflectance models have been commonly used for surface rendering in computer
graphics. They can be divided into two major categories. The first includes simple but
physically incorrect empirical models while the second comprises theoretical, physically
valid and more complex models. Both kinds of models attempt to approximate the real
reflectance function, represented by the BRDF, but the respective approaches are quite
different.

Empirically Derived Reflectance Models

The empirical model is usually based on a very simple formula with several adjustable
parameters designed to fit certain class of reflectance functions. Empirical model design
does not pay attention to physical derivation or significance of individual parameters.
Although these models are not physically plausible, they can offer computational simplicity
following from low number of model parameters. The simplicity of empirical models
enables their fast hardware implementation, what is the reason of their wide use to this
day.

Probably the best known empirical model was introduced by Phong in 1975 [91].
This model has only three parameters in separated diffuse and specular terms [64]. The
model is not physically plausible, therefore it is very hard to find the relation between
the parameters of the model and the physical characteristics of the represented material.
Thus the Phong model can not capture important reflectance effects, e.g., it enables to
emit more light than is received.

A modification of the original Phong model targeted to achieve more realistic reflections
is the Blinn-Phong model introduced by Blinn in [6]. This model is usually used for
hardware accelerated bump-mapping.

Next empirical anisotropic reflectance model was introduced by Banks et al. in [4].
This model assumes small fibers along the given tangent, resulting in anisotropic reflec-
tions. It can be computed using a combination of dot-product computations and blending
operations.

Another BRDF model combining the advantages of the various empirical models was
introduced in Ashikhmin et al. [3]. The authors use a Phong-based specular lobe but make
this model anisotropic and incorporate Fresnel behaviour while attempting to preserve
the simplicity of the initial model as well as physical plausibility. For improving energy
conservation of the Phong model for metallic materials the result of [87, 86] is used.
Although the model is mostly empirical it interprets certain parts of specular term using
physical-based micro-facet models [12, 116]. The approximation presented in [99] is used as
a Fresnel factor. The diffuse term is realised in form of a modification of non-Lambertian
BRDF presented in [100] which allows the diffuse-specular trade-off to conserve energy.
This model is easy to use in Monte Carlo frameworks.

A different empirical BRDF model was introduced by Matusik et al. [74]. A BRDF
measurement device is introduced and used to acquire BRDFs for more than hundred dif-
ferent materials was measured by means of this device, including metals, plastics, painted
surfaces, etc.. Each measured BRDF is treated as high-dimensional vector and its di-
mensionality is subsequently reduced by means of linear analysis (PCA) and non-linear
reduction (charting - subspace projections of measured samples). These reductions lead to
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10D manifold which is approximately consistent with many theoretical isotropic reflectance
models. Finally the model is tuned for actual material by visual inspection evaluating 16
user defined directions to navigate in the reduced-dimensions of BRDF space. On the low-
dimensional manifold, movement along these directions produces novel but valid BRDFs.
This empirical model fulfil reciprocity, non-negativity and energy conservation.

Another empirical model is described in [84]. Authors use the same V-facets as Tor-
rance and Sparrow [112], but assume Lambertian reflectance of these facets. First a re-
flectance model is developed for anisotropic surfaces with one type of V-facets with all
facets aligned in the same direction of surface plane. This result is then used to derive
a model for the more general case of isotropic surfaces that have normal facet distribu-
tions with zero mean and arbitrary standard deviation which parametrises the macroscopic
roughness of the surface. The authors have pointed out that several real-world objects
have diffuse components that are significantly non-Lambertian. They intended their model
for use in algorithms that analyse images of diffuse surfaces and recover accurate shape
information.

Physically Derived Reflectance Models

One of the first theoretical reflectance models has been introduced in computer graphics
by Torrance and Sparrow [112]. This analytical BRDF model assumes a surface consisting
of vertical V grooves – perfectly specular micro-facets. The micro-facets normals deviation
from the average surface normal is assumed to be a zero-mean Gaussian - the higher is the
variance of deviation the rougher the surface. The model can be divided to two parts. The
first one is associated with bulk material effects leading to a Lambertian lobe coloured by
the diffuse albedo at a particular position on the surface. The second is entirely related
to surface scatter.

The Torrance and Sparrow model was later enhanced by Cook and Torrance [12], who
take use of the work previously done in physics by Torrance and Sparrow [112] about
reflection of electromagnetic waves on rough surfaces. In that model, a surface is again
supposed to be composed of micro-facets, i.e., small smooth planar elements. Only a part
of micro-facets contribute to the reflection. The approximated BRDF depends on five
different angles and is expressed as a linear combination of a diffuse and specular reflector.

The more complete BRDF model has been proposed by He et al. [42]. This sophis-
ticated model based on physical optics incorporates the specular, directional diffuse, and
uniform diffuse reflections of a surface. The model accounts for every physical phenomena
involved in light reflection on rough surfaces such as polarisation, diffraction, interference,
conductivity. In comparison to Cook and Torrance model [112] an additional term appears
in the linear combination to represent coherent reflection on the mean plane of the surface
(i.e., not the micro-facets).

Ward [116] presented even more complex, physically plausible anisotropic reflectance
model based on Gaussian distribution of micro-facets. In contrast to previous work of He
el al. [42] where not enough attention had been paid to normalisation of the reflectance
function the presented model has built-in normalisation as well as other desirable features,
such as permitting quick evaluation for data reduction and Monte Carlo sampling [117].
The model has the necessary bidirectional characteristics and all four of its parameters
have physical meaning and can be fit independently to measured BRDF data to produce
physically valid reflectance function. This reflectance model was fitted to BRDF measure-
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ments of real materials obtained by means of measurement setup presented in the same
paper [116]. Ward’s measurement method exploits hemispherical mirrors reflecting the
whole hemisphere of the flat probe at once onto a CCD camera equipped with fish-eye
lens. This method captures the entire hemisphere of reflected directions simultaneously
what considerably accelerates the whole measurement procedure.

Schlick’s BRDF model published in [99] stands halfway between empirical and the-
oretical models. In this paper a rational fraction distribution is utilised for reflectance
function representation. The idea is based on kernel conditions, which can be any intrin-
sic characteristic of the function (value at a given point of the function and one of its
derivatives, integral or differential equations, etc.). Introduced rational fraction approxi-
mation scheme enables to speed-up the computation of reflectance model. Moreover, the
author introduces an approximation of Fresnel factor, geometrical attenuation coefficient
and slope distribution while the BRDF gets separated into spectral and directional fac-
tors. The model requires only a few intuitively describe reflectance parameters to define
a material and a formulation of varying complexity is provided which is well suited to
Monte Carlo rendering methods.

One of the first BRDF models which take into account the wave-like properties of
light was published by Stam in [108]. This physical model is based on Kirchhoff integrals
and is able to approximate diffraction of light on arbitrary surface structure and can be
taken as a common generalisation of earlier approximative physical models mentioned in
this section above. This model does not comprise such effects as multiple scattering and
subsurface scattering and enables relatively easy implementation.

Phong’s, Blinn-Phong’s and Ward’s models were decomposed into several factors to
enable their computation directly in graphics hardware [53] . The individual models were
combined with material textures (range-map, etc.) which control strength of the model
anisotropy.

The main goal in optimal BRDF model development is finding a compact representa-
tion which can accurately describe the dominant behaviour of the BRDF. The representa-
tion should be computable using an iterative algorithm that would monotonically converge
to a correct solution. Moreover, such a model should be physically plausible, reciprocal
and energy conserving as well as easy to implement in graphics hardware. These condi-
tions are fulfilled by the model presented in Lafortune et al. [63]. This model is based
on cosine lobes and represents material reflectance by means of a new class of primitive
functions with nonlinear parameters. These functions are reciprocal, energy-conserving,
capture important BRDF features as off-specular reflection, increasing reflectance with
angle of incidence, retro-reflection while the representation is compact and uniform.

Generally, the reflectance function representation by means of BRDF works well for smooth
non-textured materials as, e.g., metal or glass, but is absolutely insufficient for rough
textures like textiles or leathers due their local non-homogeneity, which causes:

• Masking - parts of the material surface are invisible from view position due to their
occlusion by other surface parts (masking by intersection) or due to their orientation
away from view position (self-masking).

• Shadowing - parts of the surface are not irradiated due to their orientation (self-
shadowing) or because the incident beam is intersected (shadowing by intersection).
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• Interreflections - parts of the surface irradiate other parts, thus producing multiple
scattering.

• Subsurface scattering occurs in slightly translucent materials. Light enters their
surface, is scattered around inside the material, and then exits the surface, poten-
tially at a different point from where it entered.

To represent at least some of these effects the following material description functions
have been introduced recently.

2.2 Bidirectional Subsurface Scattering Reflectance Distri-

bution Function

A general material surface introduces subtle lighting effects, such as masking, shadowing,
interreflections and subsurface scattering. To capture all these effects a more general
approach than simple BRDF is inevitable.

The most general description of material reflectance properties offers a 8D Bidirectional
Subsurface Scattering Reflectance Distribution Function (BSSRDF) described as follows

BSSRDFr3(ri1, ri2, r1, r2, θi, φi, θv, φv) (2.4)

where ri1, ri2 represent planar coordinates where the light enters into the material, r1, r2
represent planar coordinates where the light emits from the material while θ and φ are
elevation and azimuthal angles of illumination i and view v positions (see Fig. 2.2).

BSSRDF describes the light transport between every point on the surface for any
illumination and view position. Obviously, the complexity of BSSRDF based methods [45]
limits their application mainly to homogeneous diffuse materials such as fluids, marble,
etc..

Recent measurement techniques [32] enable to capture BSSRDF for translucent in-
homogeneous materials with strong subsurface scattering effects. However, the authors
assumed diffuse surface reflections and did not pay attention to angular dependency of
laser beam light source or light sensor. The rendering method exploiting subsurface scat-
tering effect is presented in [67]. Nowadays there is no method enabling us to measure or
even model the BSSRDF in its whole complexity available.

2.3 Bidirectional Texture Function

Since there is not any fast method available neither for measurement nor for modelling
of BSSRDF up to now, it is inevitable to use a simplified variant of the BSSRDF en-
abling universal measurement of reflectance data for rough materials. One solution is
the Bidirectional Texture Function (BTF). BTF is a six dimensional function, similarly
to BSSRDF, dependent on illumination and view angles as well as on planar position on
observed material surface (2.5).

BTFr3(r1, r2, θi, φi, θv, φv) (2.5)

Actually, the BTF represents one planar texture for each combination of illumination
and view position. Thus the BTF integrates subsurface scattering light intensity from
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neighbouring material surface locations in individual BTF images by means of sample
measurements. Thus the subsurface scattering effect can not be figured out, however, it
is preserved in BTF measurements and can be modelled together with other reflectance
properties of an observed material sample.

BTF was first presented in work of Dana et al. [16]. Only three BTF measurement
databases have been made public so far. Real BTF measurements consist of several thou-
sands material sample images taken for different combinations of illumination and view
positions. The standard BTF measurement comprehends whole hemisphere of possible
light and camera positions of observed material sample according to preselected angular
quantisation steps (see Fig. 2.3 for University of Bonn BTF measurement quantisation).

An appropriately measured BTF offers enough information about material properties
as is anisotropy, masking or self-shadowing. In contrast to a regular 2D texture or to
BRDF, BTF is high-dimensional and involves large amounts of data. To render BTF on
graphics hardware, a compact representation of the BTF is needed. The best currently
available BTF [98] takes up about 2GB of storage space per sample. BTF database
for moderately complex VR scenes can take up to several TB of data space. Hence some
compression and modelling method of this huge BTF datasets is inevitable. Such a method
should provide compact parametric representation and preserve main visual features of
the original BTF as much as possible, while enabling its fast rendering in contemporary
graphics hardware.

The modelling of BTF as a 6D function is not trivial, thus task so many researchers
factorised BTF into individual subsets of textures. The two most frequently used BTF
subsets are Surface Light Field (SLF) and Surface Reflectance Field (SRF).

The surface light field (2.6) represents the BTF slice containing all the BTF images
corresponding to a fixed illumination position i.

SLFr3(r1, r2, θi, φi) ∼ Li (2.6)

Similarly the surface reflectance field (2.7) represents the BTF slice containing all the BTF
images corresponding to a fixed view position v.

SRFr3(r1, r2, θv, φv) ∼ Rv (2.7)

2.3.1 BTF Measurement

Only few BTF measurement systems exist up to now. These systems are (similarly to
BRDF measurement systems) based on light source, video or still camera and material
sample moving using a robot arm. The main difference between individual BTF measure-
ment systems is in type of measurement setup allowing four degree of freedom and type of
measurement sensor (CCD, video, etc.). In some systems the camera is fixed and the light
is moving while in others it is contrariwise. The main requirement on BTF measurements
is accurate image rectification, i.e., aligning of texture normal with view vector, mutual
registration of single BTF measurements and visual constancy during measurement. The
rectification accuracy strongly depends on used light/camera and robot positioning errors
while the visual constancy depends on stability of material properties during long mea-
surement time when exposed to strong light source. Most of these problems are solved by
the recently proposed measurement setup [83] based on array of 151 digital still cameras
mounted on hemispherical chassis above the material sample. Camera built-in flashes are
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used as light sources. The homomorphic transformation necessary for rectification of in-
dividual BTF images can be precisely calculated in advance for each camera, since there
are not any moving parts. This approach can significantly decrease rectification errors to
sub-pixel values and speeds up the whole measurement process considerably. The main
known BTF measurements systems are described in more detail in Chapter 3.

2.3.2 BTF Data Representation

It is possible to define at least two possible ways of BTF data representation which are
commonly used in variety of BTF modelling and compression methods as depicted in Fig.
2.4.

Texture representation

BTFTEX(i, v) (i, v) ∈ B (2.8)

where (i, v) is illumination and view position and B represents a set of all BTF images.
The BTFTEX(i,v) describes BTF as a set of discrete textures depending on view and
illumination direction. The number of images is product of the numbers of all view and
illumination positions (in the case of University of Bonn BTF datasets it is 81 × 81).

Apparent BRDF (ABRDF) representation

BTFABRDF (r1, r2) (r1, r2) ∈ I ⊂ (M ×N) (2.9)

where (r1, r2) is planar index in BTF image andM×N is resolution of original BTF images.
In this representation the BTF can be seen as a set of apparent BRDFs (ABRDF), one
for each planar position (r1, r2). The term apparent BRDF was first introduced in [120].
The ABRDF encodes reflection of a single point given a illumination and view position.
It is called apparent because the underlying geometry is of a much larger scale compared
to normal BRDFs. The ABRDF, in contrary to BRDF, does not fulfil physical reciprocity
since it includes strong shadowing and masking effects as well as scattering effects from
neighbouring parts of the surface as depicted in Fig. 2.5. Technically this representation
can be considered as a set of subsequent images where each image corresponds to one
pixel in BTF. Such an image provides information about pixel reflectance value (ABRDF)
when the view, illumination position represent horizontal, vertical index in ABRDF image
respectively. The number of images in the ABRDF representation is given as the number
of pixels in original BTF images M × N . From our observations as well as from [82] it
follows that the image to image variance in BTFABRDF representation depends mainly
on the structure of observed material surface producing spatial variation of reflectance
properties as well as on scattering effects on observed pixel neighbourhood. These effects
are nicely illustrated in Fig. 2.5. Two ABRDFs of four different materials for different
planar positions representing distinct reflective properties are shown.

InBTFABRDF representation the reflectance changes occurring between individual ABRDF
images are caused by shadowing and masking effects. However, the specular reflectance
peaks (light parts in Fig. 2.5) are placed at the fixed positions for all ABRDF images.

Whereas, in BTFTEX representation additional visual variances between individual
BTF images are presented. These variances can be caused by measurement and registra-
tion errors of individual BTF images or by different material specularity and shadowing for
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Figure 2.4: Two common BTF representations - Texture representation (left) and ABRDF rep-
resentation (right).

Figure 2.5: ABRDFs corresponding to four different BTFs (wood02, plaster, knitted wool and
aluminium) measured for each material in two different planar positions (highlighted by arrows)
on BTF image.
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different view and illumination directions. Moreover, due to an occlusion effect the same
pixel in all BTF images does not necessarily corresponds to the same point on material
surface (see Fig. 2.6).

2.4 BTF Compression Methods Based on Analytical ABRDF

Models

2.4.1 Pixel-Wise Analytical ABRDF Models

Similarly to other high-dimensional data the BTF exhibit local linearity which can be
exploited for data factorisation and subsequent use of simpler models or methods. One
example can be pixel-wise factorisation of original BTF. In this factorisation individual
pixel data represents apparent BRDF and can be approximately modelled by means of
various BRDF models.

Pixel-wise ABRDF Lafortune Model

One of the first attempts to hardware accelerate BTF approximation in graphics hardware
using analytical BRDF model was done by McAllister [75]. This model introduces spatial
BRDF (SBRDF) which represents ABRDF of each pixel in BTF by means of sum of
several reflectance lobes according to Lafortune model parametrisation

BTF (r1, r2, i, v) ≈ ρd,r1,r2 +
nl
∑

k

ρs,r1,r2,k[ω
T
i Dr1,r2,kωv]

nr1,r2,k , (2.10)

where ωi, ωv are illumination and view vectors in local coordinate system, D is a diagonal
matrix with model parameters. The remaining parameters ρd, ρs, nk represent diffuse,
specular albedo and specular exponent, respectively.

The number of reflectance lobes nl is less or equal to three. The model parameters are
estimated according to Levenberg-Marquardt non-linear fitting process [94]. Although the
McAllister’s model provides very compact BTF representation together with one of the
first real-time BTF rendering application, its use is limited to materials with more or less
smooth structure. For coarse materials with surface height variations this method can not
capture ABRDF accurately and produces blurred results.

Scaled Pixel-wise ABRDF Lafortune Model

An extension of McAllister’s BTF model was presented by Daubert et al. [19]. The
approach was originally intended for realistic cloth modelling. It consists of two Lafortune
reflectance lobes scaled by additional coefficients stored in a look-up table T as follows

BTF (r1, r2, i, v) ≈ Tωv ,r1,r2

(

ρd,r1,r2 +
nl
∑

k

[ωT
i Dr1,r2,kωv]

nr1,r2,k

)

, (2.11)

where ωi, ωv are illumination and view vectors in local coordinate system, D is diagonal
matrix with model parameters, ρd is diffuse albedo and nk is specular exponent.

Each spectral channel uses dedicated lobe parameters obtained by means of non-linear
fitting process and multiplicative look-up table Tωv ,r1,r2 whose values are result of an ad-
ditional iterative process. The look-up table stores pixel-wise colour and alpha values for
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each of the original viewing directions that model shadowing and masking effects of indi-
vidual rough material structure elements as well as strong specular highlights and other
effects caused by complex material geometry. However, the look-up table requires to store
significantly more parameters than in McAllister’s approach. This is not a big problem for
BTFs of regular materials , as shown by the authors in the case of fabrics, but for general
materials this approach involves quite large data storage space.

2.4.2 Pixel-Wise Analytical Reflectance Field Models

Another straightforward BTF decomposition avoiding high-dimensionality is per-view fac-
torisation. This factorisation enables separate modelling of BTF images corresponding to
one given view direction only, i.e., so called Surface Reflectance Field Rv. This approach
avoids problem caused by non-corresponding pixels in BTF images for different view di-
rections as it is shown in Fig. 2.6.

Figure 2.6: Pixel-wise inconsistency for different view directions in BTF. The first image shows
original BTF image compared with pixel-wisely non-corresponding rectified images for two different
view positions, respectively.

Polynomial Texture Maps

In the approach of Malzbender et al. [72] the surface reflectance field is approximated
by means of per-pixel polynomials. Therefore the authors call this method Polynomial
Texture Maps (PTM). PTM models illumination dependence of individual pixels using
following pixel-wise biquadratic

Rv(r1, r2, i) ≈ ao(r1, r2)u
2
r1

+ a1(r1, r2)u
2
r2

+ a2(r1, r2)ur1ur2 + (2.12)

+a3(r1, r2)ur1 + a4(r1, r2)ur2 + a5(r1, r2) ,

where ur1 , ur2 are projections of the normalised light vector into the local coordinate
system r1, r2. The six polynomial coefficients a0 − a5 are fitted in each pixel by means of
singular value decomposition (SVD) [30].

The authors found this image-based method useful for colour pixel reconstruction in
fixed-point hardware as well as for production of number of other effects such as anisotropic
and Fresnel shading models or variable depth of focus. The method can be also used for
contrast enhancement or for temporal scene compression. Moreover, a device for surface
reflectance fields measurement is presented as well.
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This method enables very fast rendering since its per-pixel costs for PTM evaluation
depend only on 11 multiplications and 5 additions. However, as mentioned by the au-
thors, the method assumes that the modelled surfaces are either diffuse or their specular
contribution had been separated in the previous modelling step. This separation can be
quite problematic for reflectance fields obtained as a BTF slice. For such a reflectance
field the PTM exhibits considerable errors mainly for high grazing angles as shown in
[78]. For BTF rendering this method requires six parametric images to be stored for
each reflectance field Rv and colour channel. Since this model is computed in pixel-wise
manner for each reflectance field separately the final BTF rendering requires additional
interpolation between individual view directions.

Reflectance Fields Using Lafortune Model

Another BTF compression approach based on factorisation into individual reflectance
fields was introduced by Meseth et al. in [78]. The approach exploits, similarly to McAl-
lister’s [75] and Daubert’s [19] work, a pixel-wise model based on Lafortune reflectance
lobes of the following form

Rv(r1, r2, i, v) ≈ ρd,r1,r2 + ρs,r1,r2,k

nl
∑

k

[ωT
i Dr1,r2,k]

nr1,r2,k , (2.13)

where ωi represents illumination vector in local coordinate system, D is diagonal ma-
trix with model parameters and ρd, ρs, nk represent diffuse, specular albedo and specular
exponent, respectively.

Due to the expensive non-linear parameters fitting, the number of Lafortune lobes n l

is practically limited to three lobes. Unlike previously mentioned BTF models based on
Lafortune lobes where each colour channel used individual set of fitting lobes this model
uses lobes to compute luminance values only. These luminance values are further used to
scale the albedo of individual colour channels. This arrangement reduces the number of
parameters needed to be stored, but on the other hand decreases approximation accuracy.

Similarly to other reflectance field based BTF modelling approaches this method re-
quires additional interpolation between individual view directions during BTF rendering
to suppress disturbing edges. The model can be implemented in graphics hardware and
ensures reasonable BTF approximation for less specular materials. However, for complex
anisotropic and highly specular materials its performance is not satisfactory [79].

Spatial BRDF Factorisation Models

One of the first BRDF models based on factorisation techniques was presented by Kautz
in [52]. This model exploits SVD for BRDF factorisation and produces two 2D factors
instead of 4D BRDF. It can be exploited for pixel-wise BTF compression according to the
formula

BTF (r1, r2, i, v) ≈

Kj
∑

k=1

Pk,r1,r2(π1(ωi, ωv))Qk,r1,r2(π2(ωi, ωv)) , (2.14)

where the functions π1, π2 are projection functions which map the 4D space determined
by illumination and view directions to a 2D space. The factors Pj,k and Qj,k are even-
tually stored in texture maps from which the ABRDF is easily reconstructed in graphics
hardware.
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The main limitation of this method is the decomposition into two factors only. This
restriction has been overcame by McCool [76] using single term ABRDF approximation
according to equation

BTF (r1, r2, i, v) ≈
J
∏

j=1

Pj,r1,r2(πj(ωi, ωv)) . (2.15)

This approach exploits homomorphic factorisation which unlike the previous SVD based
method generates a factorisation with only positive factors. This makes it more suitable
for hardware implementation.

Even more efficient multiple term ABRDF approximation was suggested by Suykens
et al. in [110]. This model decomposes ABRDF of each pixel into a product of three or
more two-dimensional positive factors using a technique called chained matrix factorisation
(CMF). This technique uses a sequence of matrix decompositions, each in a different
parametrisation, allowing to obtain the multiple factor approximation as follows

BTF (r1, r2, i, v) ≈
J
∏

j=1

Kj
∑

k=1

Pj,k,r1,r2(πj,1(ωi, ωv))Qj,k,r1,r2(πj,2(ωi, ωv)) . (2.16)

This decomposition enables easier factor computation in comparison to previously dis-
cussed methods. As the authors claim, the CMF factors have lower dynamic range so
their quantisation into 8-bits is much safer.

When using any of these factorisation approaches, an efficient BTF representation is
usually obtained by factor clustering in form of a compact set of 2D textures. BRDF fac-
torisation approaches enable BTF rendering at interactive frame-rates with a compression
ratio of more than 1

100 .

2.4.3 Surface Light Field Modelling

Alike per-view factorisation also per-illumination factorisation is possible. This approach
is often referred to as Surface Light Fields (SLF). It describes material reflectance for
different view positions while the illumination position is fixed. These SLFs were first
introduced and parametrised by Miller et al. in [81]. Large SLFs are very common in
high-quality rendering systems, however, their size is a limiting factor which prevents fast
applications in graphical hardware. Several SLF compression methods have been therefor
introduced as, e.g., in [9, 89]. Since SLF modelling is not subject of this thesis we will do
not discuss it in more detail.

2.5 BTF Compression Methods based on PCA

Although pixel-wise BRDF models discussed in the previous section can provide satis-
factory quality of BTF approximation, they are often limited to certain kinds of real
materials or can not handle all complex effects that appear due to using of ABRDF in-
stead of assumed BRDF. These effects include sub-surface scattering from neighbouring
pixels, using not perfectly directional light, inaccuracies in rectification or image filter-
ing processing of original BTF data that violate Helmholtz reciprocity rule and result in
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asymmetric BRDF. The reflectance models often fail to fit this complex data as a result
of violating basic model assumptions.

These problems hinder the use of another category of BTF models represented by
image statistics linear model Principal Component Analysis (PCA) typically computed
by means of Singular Value Decomposition (SVD). Basic information can be found in [94]
while a rigorous mathematical background is given in [30]. The SVD is linear algebra
technique for solving a set of linear equations which provides the closest possible solution
in a least-square sense. This method decomposes input matrix A (even singular one), into
matrices U,VT containing orthonormal columns and rows, respectively, so called eigen-
vectors (see 2.17). The non-negative diagonal matrix D contains so called eigen-numbers
or eigen-values. The size of the eigen-values determines importance of the corresponding
eigen-vector for original data reconstruction.

A = UDVT . (2.17)

This technique enables high data compression since only a relatively small number
of eigen-vectors have to be stored to achieve reasonable approximation error. This error
is given by ratio of squared sum of preserved eigen-values to squared sum of all eigen-
values. This technique can lead to significant compression of redundant input data and as
such stands behind many compression algorithms applicable to BTF data as described in
following sections.

2.5.1 Entire BTF Space Factorisation

A PCA based BTF factorisation approach was published by Koudelka et al. [59]. Indi-
vidual BTF sub-images are arranged into vectors forming matrix A of size 3MN3×nvni.
The principal components are the eigen-vectors Ek of the symmetric matrix AAT . How-
ever, the computation requirements for larger BTF image of resolution M ×N are enor-
mous. Computing eigen-images (i.e., the eigen-vector with image attributes) for non-
homogeneous materials takes often several days. BTF reconstruction is stated by the
following equation

BTF (r1, r2, i, v) ≈
nc
∑

k=1

αk(i, v)Ek(r1, r2) . (2.18)

To obtain good BTF approximation results the authors suggest the number of preserved
principal components to be at least to nc = 150. However, any fast computation of linear
combination of such a number of eigen-images is impossible nowadays even on high-end
hardware. Direct use so using of this method for any real-time BTF rendering application
is currently considered impossible.

2.5.2 Multimodal BTF Space Factorisation

The image-based BTF compression method by Vasilescu and Terzopoulos [114] is based on
N-mode SVD, being an extension of the conventional unimodal matrix SVD. The method
assumes the individual BTF colour images to be ordered into vector features forming
input BTF data tensor B ∈ R(dNN)×ni×nv . N-mode SVD performs the following tensor
decomposition

B = Z ×1 Utex ×2 Ui ×3 Uv , (2.19)
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where A ×n M denotes mode-n product of tensor A, Z is core tensor that steers the
interaction between the different modes, mode matrix Uv spans the view space, its rows
encode illumination and texel invariant representation for each of the different views,
mode matrix Ui spans the illumination space, its rows encode view and texel invariant
representation for each of the different illumination and mode matrix Utex spans the
texel space and are, the PCA eigen-vectors (i.e., eigen-images). The authors recommend
following tensor-texture representation varying with view and illumination positions

T = B ×2 Ui ×3 Uv . (2.20)

This representation requires to store more than ten times less parameters in comparison
with unimodal SVD [59] and enables efficient BTF data compression that can be controlled
independently with respect to viewing and illumination positions. The method enables
BTF rendering for both planar and non-planar surfaces. Planar version follows

BTF (i, v) = T ×2 iT ×3 vT , (2.21)

where i and v are, respectively, view and illumination representation vectors corresponding
to desired view and illumination directions.

Although, as reported by authors, RMS error of this method is higher in comparison
with unimodal SVD with the same number of components, the visual performance is sig-
nificantly better. However, this method involves high computational times for multi-modal
SVD decomposition of BTF data with higher view and illumination angular resolution,
e.g., [98]. This concerns offline decomposition as well as online rendering. Unfortunately,
the authors have tested the method mostly on artificial BTF data; their tests on real
University Bonn BTF were not compared with methods [98, 59] neither in terms of BTF
compression rate ( 1

10 −
1

100?) nor offline and online time complexity. Due to the men-
tioned limitations this method is not suitable for fast hardware implementations of BTF
rendering. However, its compact representation sets it as a good candidate for offline high
quality rendering tasks.

2.5.3 Reflectance Field Factorisation

The huge factorisation demands of whole BTF space as well as the necessity of storing
relatively high number of components which can not be evaluated in graphics hardware
led to development of another approach by Sattler et al. [98]. The basic idea consists in
computation of maximally nc = 16 principal components for individual reflectance fields
instead of the whole BTF space. Individual images corresponding to reflectance field Rv

are used as matrix input vectors to produce 16 eigen-images Ev,k for each Rv together
with corresponding weights αv,k by means of SVD. The reflectance field reconstruction
formula is

Rv(r1, r2, i) ≈
nc
∑

k=1

αv,k(i)Ev,k(r1, r2) . (2.22)

The final BTF image is obtained by interpolation between the closest reflectance fieldsRv.
Although this approach enables fast BTF rendering, the size of stored weight parameters
and eigen-images is still quite high. To ensure reasonable results best compression ratio
cannot exceed 1

10 .
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2.5.4 BTF Segmentation and Local PCA

A BTF compression method well suited to contemporary graphical hardware was pre-
sented by Müller et al. in [82]. Unlike BTF factorisation approaches employing PCA as
mentioned before, this method exploits the fact that high dimensional datasets, in this
case BTF, show a locally linear behaviour. The authors propose a BTF compression
algorithm based on combination of local PCA [49] computed in both BTFABRDF and
BTFTEX representations and vector quantisation. The BTF space is iteratively divided
up to 32 clusters, each to be represented by by means of local PCA. The squared eigen-
texture/eigen-ABRDF reconstruction error is used as distance measure in the clustering
process.

The described BTF factorisation can be stated as

BTF (r1, r2, i, v) ≈
nc
∑

k=1

αm(r1 ,r2),k(r1, r2)Em(r1 ,r2),k(i, v) , (2.23)

where m(r1, r2) is a cluster index look-up table given by planar coordinates (r1, r2), nc is
number of preserved principal components, αk are PCA weights and Ek are either eigen-
images or eigen-ABRDFs. The entire BTF reconstruction together with illumination and
view interpolation is performed in graphics hardware enabling fast BTF rendering.

The authors claim the BTFABRDF arrangement more appropriate in terms of com-
pression ratio which is approximately ten times higher than in the case of BTFTEX ar-
rangement. It follows from the observation that resembling material areas lead to nat-
ural clustering of similar ABRDF images and lower dimension of principal components
in BTFABRDF arrangement than in BTFTEX arrangement. This method provides BTF
compression ratio of about 1

100 while ensuring high reconstruction quality and rendering
speed [79].

2.6 BTF Synthesis and Modelling Approaches

BTF models described in the previous section are intended mainly for efficient BTF com-
pression enabling fast hardware supported BTF rendering. Most of these approaches
preserve excellent visual quality of restored BTFs, but several significant disadvantages
remain inherited in this kind of models. They can not produce larger BTF images than
those present in original BTF and they offer only mild compression ratio. To enable BTF
synthesis of large objects in VR by means of this kind of models it is necessary to em-
ploy additional BTF enlargement methods. These methods are usually based either on
simple texture repetition with edge blending or on more or less sophisticated image tiling
methods [24, 11, 62, 103]. Up to now there are only few image-based methods available
that enable BTF synthesis of arbitrary resolution. Moreover, these methods are often
too slow to enable fast BTF rendering. Till now there is no generally applicable gener-
ative BTF modelling approach available. All described BTF modelling methods require
to store samples of BTF either in form of image tiles, textons or in form of some kind of
their pixel-wise parametric representation.

2.6.1 BTF Synthesis from Parametric Tiles

The most common way of arbitrary resolution BTF synthesis is employing image tiling
methods. The BTF synthesis approach based on image tiling was introduced in [124]. This
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approach involves BTF compression based on polynomial texture maps [72]. Estimated
resulted parametric images containing polynomial coefficients are subsequently enlarged
by means of Efros’s image quilting algorithm [24]. Dong and Chantler [22] present a survey
of several BTF synthesis approaches. The authors have tested an image based relighting
method [21] based on BTF image reconstruction from several known BTF images according
to Lambertian reflectance function, overdetermined photometric stereo based on SVD of
36 images, polynomial texture maps [72] and finally PCA analysis of all BTF images. BTF
synthesis in all of these methods is accomplished again by means of tiling algorithm [24].

2.6.2 Copy and Paste Based BTF Synthesis

Copy and paste BTF synthesis is generally based on reproducing the BTF data from
original BTF measurements to generate corresponding large BTF synthesis. These syn-
thesis methods usually do not introduce any compression and are often unusable for fast
real-time BTF synthesis applications.

One of the first BTF synthesis algorithms was developed by Liu et al.[70]. The method
starts with range-map estimation using modified shape-from-shading algorithm based
on [66]. The range-map is enlarged to the required size by means of accelerated non-
parametric sampling [25]. This enlarged range-map is used to generate synthetic template
image for the given view/illumination direction to be subsequently covered using albedo
map.

For each illumination and view direction the nearest original BTF image is taken as
a reference image. The final stage of BTF synthesis consists of copying image blocks from
reference image that are similar to those in synthesised template image. Better results
can be obtained by employing additional reference images obtained by means of weighted
BTF image averaging. The authors tested the method performance on CUReT BTF data
[16, 96]. Two main drawbacks have shown up; the synthesis is too slow and the method
does not guarantee any reasonable data compression.

Later Liu et al. [71] developed another BTF model similar to [82]. This method
works with BTFABRDF data arrangement. The BTF synthesis on arbitrary surfaces is
based on the smallest texture elements in BTF, so called 3D textons introduced in [68].
To capture surface appearance at different illumination and viewing conditions the 3D
textons are constructed using K-means clustering of appearance vectors, i.e., the vectors
containing responses to a set of orientation and spatial-frequency selective linear filters
applied at certain planar position in BTF. Thus only selected appearance vectors, those
corresponding to textons in cluster centers, are stored. This leads to considerable data
reduction.

In the following step a matrix is created so that its rows correspond to ABRDFs of
previously selected textons. The matrix is then decomposed by means of SVD to obtain
2D geometry map αi(.) together with a set (nc = 5 − 40) of eigen-ABRDFs Ei. BTF
reconstruction from these eigen-ABRDFs is then described by the following equation

BTF (r1, r2, i, v) ≈
nc
∑

k=1

αk(r1, r2)Ek(i, v) . (2.24)

During BTF rendering a surface is covered by ABRDFs restored from PCA components
according to previously computed texton vocabulary assigning a texton label to each
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pixel-ABRDF. The authors implemented this method in graphics hardware for fast BTF
rendering on arbitrary surfaces with maximal BTF compression ratio about 1

100 .

Very similar BTF synthesis approach based on the 3D texton analysis was published
in [111]. The paper describes 3D texton search algorithm in more detail and suggests BTF
rendering based on surface synthesis from individual textons.

Another copy and paste BTF synthesis method was published by Neubeck et al. in
[85]. The authors extend standard smart copy and paste smooth texture synthesis (e.g.,
[25, 24]) to BTF synthesis. The authors introduce their own BTF measurement setup
and discuss the impact of projection plane position during rectification of BTF images on
BTF smoothness and suggest as optimal the plain alignment that corresponds to maximal
height of material. This considerably increases BTF smoothness during varying illumina-
tion and view conditions. The described BTF synthesis method does not copy all BTF
pixel values, but only the values corresponding to individual viewing position which pro-
duces novel synthetic BTF pixel reflectance values. For this purpose the authors match
the original input frontal view with synthesised support view using multiscale dynamic
weighting scheme to obtain correct BTF pixel values. The method starts with single view
synthesis and continues with sequential synthesis of other views. Although this method
produces high quality BTF synthesis, it does not solve the issue of BTF compression and
it is relatively slow with problematic hardware implementation.

2.7 Alternative BTF Modelling and Classification Methods

2.7.1 BTF Classification Based on Image Descriptive Histograms

Cula and Dana [14, 15] present a method for BTF representation and classification (CUReT
[96]). The authors modify the method presented in [68], so that instead of computing filter
bank responses for BTF pixel during varying view and illumination directions K-means
clustering of filter bank responses for individual BTF images is performed separately to
obtain so-called image texton library. This representation is favourable since it does not
require spatial registration of individual BTF images. The distributions of texton library
labels over individual images are subsequently approximated by the texton histograms
which forms BTF dataset representation. PCA is employed to reduce the dimensionality
of these texton histograms. The resulting representation in the eigen-space is the refer-
ence manifold indexed by illumination and view positions. When novel BTF measurement
(material) is to be classified, its image texton histogram is projected onto the universal
eigen-space and the closest manifold is found corresponding to BTF which is the class of
the query.

2.7.2 BTF Compression Based on Image Histograms

Exploiting of individual BTF image (CUReT [96]) histograms for purpose of estimation
of material parameters, verification of texture models, BTF classification, geometry esti-
mation and texture rendering is introduced by van Ginneken in [113]. According to this
method BTF images corresponding to the same view position are generated by means of
a histogram matching technique [31] using only one original BTF image, its histogram
and histograms corresponding to other BTF images taken from the same view position.
This technique enables relatively high BTF compression since only one image and sev-
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eral histograms have to be stored for satisfactory approximation of remaining BTFs for
many kinds of real-world materials. The authors found this method significantly better in
comparison with simple image brightness adjustment according to BRDF data.

2.7.3 Prediction of Lambertian Rough Texture Illumination Character-

istics

Directional characteristics of rough textures was also studied by Chantler in [8] with
conclusion that illumination during image capture can act as a directional texture filter
and that directional characteristics of such a texture are not just a function of surface
relief but are also affected by the illumination angles. The author presents a simple
texture model based on a linearised version of Lambertian law, applied to a frequency
domain representation of the surface texture, which successfully predicts the directional
filtering effect for closely Lambertian materials.

2.7.4 Image Based Relighting

Another alternative approach of rough texture modelling based on Lambertian reflectance
function was presented by Dong and Chantler in [21]. The proposed method - Image-
Based Relighting (IBR) uses a specific linear combination of BTF images to generate new
one with different illumination conditions. If Lambertian reflectance law is assumed, the
following reflectance function is valid

I(φi,θi)(x, y) = λρ
−p cosφi sin θi − q sinφi cos θi + cos θi

√

p2 + q2 + 1
(2.25)

where I is the intensity of image pixel at position (x, y), λ is the incident intensity to
the surface, ρ is the albedo value of the Lambertian reflection, (θi, φi) are elevation and
azimuthal illumination angles and (p, q) are the partial derivatives of the surface in x and
y direction.

According to these assumptions the interpolating formula is a linear sum of three
images captured in three different illumination directions (φi = 0o, 90o, 180o when θi =
60o):

I(φi,θi)(x, y) =

(

cosφi sin θi

2 sin 60o
−

sinφi sin θi

2 sin 60o
+

cos θi

2 cos 60o

)

· I(0o,60o)(x, y)

+
sinφi sin θi

sin 60o
· I(90o,60o)(x, y)

+

(

cos θi

2 cos 60o
−

cosφi sin θi

2 sin 60o
−

sinφi sin θi

2 sin 60o

)

· I(180o,60o)(x, y) (2.26)

Fig. 2.7 shows the three original captured images as well as two interpolated images
obtained by applying the formula to each pixel. The described method is useful for gener-
ation of new views not included in a spare sampled BTF dataset, while assuming that the
material more or less fulfils the Lambertian law. Nevertheless, this interpolation method
does not solve BTF modelling or compression problems. To compress one reflectance field
this method requires to store relatively high number of BTF images. Moreover, it does not
solve the BTF enlargement problem so some additional image tiling method is necessary.
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a) b)

Figure 2.7: Original BTF images with illumination elevation angle θi = 60o and azimuthal angles
φi = 0o, φi = 90o, φi = 180o during constant viewing position (a), generated images based on
IBR formula with illumination elevation angle θi = 60o and azimuthal angles φi = 45o, φi = 135o

during constant viewing position.
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BTF Databases

Representation of real-world materials by means of BTF is relatively new approach, how-
ever, its importance constantly increases. Due to a complex measurement procedure in-
volving accurate data acquisition setup and long acquisition and post-processing time there
are only several BTF databases available comprising tens of different materials. Various
attributes of three main publicly available BTF databases are subject of this chapter.

3.1 Columbia-Utrecht Reflectance and Texture Database

Dana et al. [16] acquired one of the first real BTF measurements for 61 different natural
and man-made materials - Columbia-Utrecht Reflectance and Texture Database - CUReT.
This database contains materials as fabric, leather, plaster, paper, pebbles, velvet, feather,
leaf, human skin and several others. On image Fig. 3.1-a is illustrated measurement
setup of CUReT BTF database. During measurement the material sample position is
adjusted by robot arm and the 3-CCD colour camera moves around the material sample
in seven different positions (see Fig. 3.1-b) while the light position is fixed. Vertices on
hemisphere in Fig. 3.1-b correspond to possible orientations of material sample surface
normals and images are acquired for the subset of sample orientations which are visible and
illuminated. As a result each datasets comprises of 205 BTF images for isotropic material
samples and 410 BTF images for anisotropic material samples where extra measurements
are obtained by sample rotation by 45o or 90o. For fixed camera position there is from
1 to 13 different BTF images, i.e., from 2 to 26 for anisotropic samples. Size of raw BTF
images is 640 × 480 pixels with 24bits per pixel. However, exploitable size of such BTF
images is not more than 500 × 400 pixels and used video camera had low dynamic range
and, moreover, produced visible discontinuity, interlace and moire artifacts. The major
drawback of CUReT BTF data is absence of any points of correspondence so performing
of correct pixel-wise rectification according to image contents is impossible. Nevertheless
CUReT BTF samples can be useful for testing purposes where dense angles quantisation
and images registration is not necessary and this BTF data are available via project web
site [96].

28
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a) b)

c)

Figure 3.1: (a) BTF CUReT measurement setup, (b) Camera positions according to material
sample and illumination position, (c) Examples of CUReT BTF images of fabric.

3.2 Yale University BTF Database

The Yale university BTF database have been created by Koudelka et al. [59]. This
database contains BTFs of more than ten different rough materials: carpet, fur, gravel,
lichen, moss, sponge, velvet and even lego brick. BTF images were acquired by a static
digital video camera (CANON XL-1) while the illumination (LED array) was moving in
a robot arm with two degrees of freedom over hemisphere above the surface of texture sam-
ple. The texture sample was mounted on pan/tilt head providing two degrees of freedom
in viewpoint as well. Overall measurement setup is depicted in Fig. 3.2 Each such a BTF
contains 90 possible view positions and 120 possible illumination positions which results
in 10 000 BTF images per sample. Individual BTF images (Fig. 3.3) can be rectified
using marks on sample support. Obtainable resolution of rectified BTF measurement is
192× 192 pixels. The resolution of the BTF measurements is unsatisfactory for statistical
models training, mainly for materials with slightly non-homogeneous appearance contain-
ing lower spatial frequencies. On the other hand, an advantage of this dataset is high
angular resolution in both view and illumination angles. Due to use of video camera with
relatively low resolution the measurement time is about 10 hours. The Yale University
BTF database is available for research purposes upon request to author [18].

3.3 Bonn University BTF Database

An extension of the CUReT BTF measurement setup have been constructed on Bonn
university [98] and is illustrated in Fig. 3.4. This measurement device consists of a robot
for material sample setting, a light source, a digital camera mounted on a rail leading
around the robot and a computer for robot arm, rail and camera control. The light
source with a HMI (Hydrargyrum Media Arc Length Iodide) bulb (Broncolor HMI F575)
is equipped with the Fresnel lens to generate parallel light rays and should guarantee
homogeneous illumination of the sample and constant emission over whole measurement
period. The six-megapixels digital camera Kodak DCS Pro 14N is fully remote controlled.
This measurement setup enable to measure every combination of view and illumination
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Figure 3.2: BTF measurement setup of Yale University. Figure 3.3: Acquired BTF
images of Yale University
(material: moss).

direction over the material sample. This is useful mainly for samples with anisotropic
reflectance properties. Acquired raw images are of size 4300 × 3000 pixels in 12-bit RGB
format. The measurement time for one material using described setup is about 14 hours
and most of it takes data transfer from the camera to the computer.

Sample holder contains features for easy raw image rectification (Fig. 3.6-a). The rec-
tification procedure consists of two steps. The first is detection of sample holder corners as
intersections of four main outlines (Fig. 3.6-b) in Hough space illustrated in Fig. 3.6-c. In
second step is computed a homomorpic projection matrix from four points corresponding
to outlines intersection of four points corresponding to corners positions of rectified im-
age. By means of this matrix the raw BTF image is transformed into a rectified head-on
position (θv = 0o, φv = 00) as it is shown in Fig. 3.6-d. Rectification error is less than
five pixels. The size of material sample is 10 × 10 cm2 and corresponding rectified BTF
images have resolution of 256 × 256 pixels. The Bonn university BTF datasets contains
6561 images per texture sample which corresponds to all combinations of 81 view and 81
illumination directions. Each BTF dataset takes up about 1.2GB. A subset of these BTF
datasets are publicly available via project web page [17].

In the framework of EU project IST-2001-34744 RealReflect we were provided with
even more accurate Bonn University BTF measurements with a maximal resolution of
800× 800 pixels. Thanks to improved images post-processing and rectification algorithms
the rectification error of these measurements is less than three pixels, while all other
parameters and the measurement setup remains unchanged.

At this point we have to mention that for all experiments with BTF data in this thesis
the extended Bonn university BTF datasets were used of size 800× 800 pixels introducing
81 different view and illumination directions.

To improve correspondence of the individual BTF images as well as a speed up whole
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Figure 3.4: BTF measurement setup of Bonn University. Figure 3.5: Acquired BTF im-
ages of Bonn University (material:
corduroy).

a) b) c) θ

ρ

d)

Figure 3.6: BTF image rectification: (a) measured image, (b) binary image for Hough transform,
(c) Hough transform accumulator with four main lines corresponding to sample holder edges, (d)
final rectified image.

the BTF measurement procedure Bonn University proposes [83] a new BTF measurement
device based on array of 151 digital still cameras mounted on the hemispherical chassis
above the material sample. As light sources will be used the built-in flashes in these cam-
eras. Angular resolution of this planned measurement setup depends only on a number of
cameras. The biggest advantage of this system is that it does not involve any moving parts,
so the acquired images can be finally rectified at sub-pixel precision. System will enable
fast measurement as individual cameras can take images subsequently and do not need
to wait on a previous image data transfer. The time consuming post-processing should
be much faster and more accurate as the individual images are rectified and corrected ac-
cording to exactly known parameters and positions of the individual cameras. The spatial
resolution of this setup would be up to 280DPI resulting to rectified BTF textures of size
1024 × 1024 pixels. The measurement time is expected to be less than one hour.
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3.4 Comparison of BTF Databases’ Parameters

The following table summarises properties of individual BTF databases.

BTF database
parameter CUReT Yale Bonn Bonn ext.

Number of materials 61 ∼17 5 ∼12
Raw BTF images resolution [pixels] 640×480 480×360 3032×2008 3032×2008
Rectified BTF images resolution [pix-
els]

500×400 192×192 256×256 800×800

Number of view positions 7 90 81 81
Number of illumination positions max. 50 120 81 81
Number of BTF images / material 205 10 000 6561 6561
Material sample size [cm] 10×12 < 102 10×10 10×10
Average size of rectified BTF dataset in
PNG format

∼100MB ∼700MB ∼700MB ∼5GB

Rectification accuracy [pixels] – ? ∼5 ∼2
Camera type [Video / Still] V V S S
Movement of [Sample / Camera /
Light] during measurement

S,C S,L S,C S,C

Raw data publicly available yes yes no no
Rectified data publicly available no yes yes no
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BTF Rendering

The BTF is relatively new approach for material reflectance properties description which
is only currently possible due to recent progress in computer technology. However, even
the most sophisticated graphics hardware have limited capability of fast raw BTF data
rendering therefore employing of BTF modelling methods is inevitable. Additionally there
are neither any standards for BTF rendering and modelling nor BTF rendering support
available implemented in widely used 3D rendering software packages. This is caused be
both huge dimensionality of BTF data and the principal dissimilarity of individual BTF
modelling methods so the BTF rendering is usually inevitably tailored to a needs of these
individual methods. Therefore in the scope of this thesis we have implemented a BTF
rendering scheme, for proposed BTF modelling methods, based on the OpenGL library
for one point-light source.

During implementation several technical problems occurred and this section describes
the most important of them as well as their proposed solution: the BTF mapping on
a 3D object surface, the BTF interpolation for given view and illumination directions and
surface height simulation techniques.

4.1 BTF Mapping on a 3D Object

A texture mapping lays the texture onto an object in a VR scene. During this process an
image is applied to a polygon (or some other surface facet) of an object shape surface by
assigning texture coordinates to the polygon’s vertices. These coordinates index a texture
image, and are interpolated across the polygon to determine, at each of the polygon’s
pixels, a texture image value. The result is that some portion of the texture image is
mapped onto the polygon when the polygon is viewed on the screen.

Additionally to geometrical mapping in the case of BTF (assuming homogeneous illu-
mination for each polygon) we have to compute the two pairs of polar angles (θi, φi) and
(θv, φv) for each polygon in texture coordinate system according to actual illumination and
camera direction as is illustrated in Fig. 4.1. These angles are necessary for identification
which BTF image from the whole BTF dataset should be synthesised and subsequently
mapped on the polygon. For this the 3D world coordinates of polygon vertices v1,v2,v3

are known as well as their corresponding 2D texture coordinates t1, t2, t3.

33
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Figure 4.1: The local coordinate system of object surface polygon specified by angles θi, φi, θv , φv .

As a first step the polygon normal vector is computed using equation (4.1).

n =
(v1 − v2)× (v3 − v2)

‖n‖
. (4.1)

The center of the polygon (triangle) is

fc =
v1 + v2 + v3

3
. (4.2)

Vectors pointing from the polygon center fc to the illumination and camera positions in
world coordinates iw,vw are

i =
iw − fc
‖i‖

v =
vw − fc
‖v‖

. (4.3)

The elevation angles θv and θi are then

θi = arccos
n i

‖n‖ ‖i‖
θv = arccos

n v

‖n‖ ‖v‖
. (4.4)

To determine azimuthal angles φi and φv we need to compute the projection of illumination
and view vectors i,v to a polygon plane (4.5):

ip = n× (n× i) vp = n× (n× v) (4.5)

and to obtain vector x giving x-axis of a local texture coordinate system. Vector x is
projection of a 2D vector (1, 0) to 3D space. Our task is to compute the 3× 3 projection
matrix M having set of three 2D texture coordinates (tu1, tv1), (tu2, tv2), (tu3, tv3) and cor-
responding 3D vertices coordinates (vx1, vy1, vz1), (vx2, vy2, vz2), (vx3, vy3, vz3) for a given
polygon according to

M
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. (4.6)

Parameters of the matrix M can be determined as the Gauss elimination [94] of matrix
equation:

AMT = B , i.e.,







tu1 tv1 1
tu2 tv2 1
tu3 tv3 1
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(4.7)
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where M is the wanted solution. In the case that we need only projection of vector
x2D = (1, 0) – it means only difference of 3D coordinates of points A(0,0), B(1,0) using
the equation (4.6) with the result

x =







xx

xy

xz






=







xB − xA

yB − yA

zB − zA






=







1 · a1 + b1 − b1
1 · a3 + b2 − b2
1 · a5 + b3 − b3






=







a1

a3

a5






. (4.8)

Thus we see that only three parameters have to be computed, which can be done analyt-
ically with the following result

xx = a1 = vx3(tv2−tv1)−vx2(tv3−tv1)−vx1(tv2−tv3)
tu3(tv2−tv1)−tu1(tv3−tv1)−tu1(tv2−tv3)

xy = a3 =
vy3(tv2−tv1)−vy2(tv3−tv1)−vy1(tv2−tv3)
tu3(tv2−tv1)−tu1(tv3−tv1)−tu1(tv2−tv3)

xz = a5 = vz3(tv2−tv1)−vz2(tv3−tv1)−vz1(tv2−tv3)
tu3(tv2−tv1)−tu1(tv3−tv1)−tu1(tv2−tv3)

.

(4.9)

The azimuthal angles are then computed as angles between the vector x and projections
ip,vp of illumination and view vectors onto the polygon. To obtain information of com-
puted angles greater then 180o we need to introduce auxiliary vector y = |n × x|. The
azimuthal angles φi and φv are computed as follows

φi =











2π − arccos
ip x

‖ip‖ ‖x‖ if arccos
ip y

‖ip‖ ‖y‖ >
π
2

arccos
ip x

‖ip‖ ‖x‖ else

φv =

{

2π − arccos
vp x

‖vp‖ ‖x‖ if arccos
vp y

‖vp‖ ‖y‖ >
π
2

arccos
vp x

‖vp‖ ‖x‖ else

. (4.10)

All this computation can be done in advance and stored in a cube-map texture where
a vector to illumination/camera is used as an index in the 4-dimensional images covering
cube sides storing the already precomputed values. This enables to considerably speed up
the whole process of BTF mapping. For more details see [101].

4.1.1 Additional Texture Mapping Tasks

Constrained Texture Size

The texture is normally stored as a sampled array of constrained size, so a large continuous
image must first be reconstructed from the samples/tiles. The repeatable tiles published
in [103] were computed from the original (see Section 8.3.1) BTF image using the fast
and adjustable sub-optimal path search algorithm for finding the minimum error bound-
aries between the overlapping images. Another image tiling approaches are mentioned in
[24, 11, 62]. Alternative solution of BTF enlargement using probabilistic texture models
approximating real measurements is proposed in Chapter 7. The presented probabilistic
models enable to produce the BTF images of an arbitrary size. The tiling approach was
used to obtain textured objects for comparison with methods developed in the thesis.

Aliasing

The texture image must be warped to match any distortion (caused, perhaps, by perspec-
tive) in the projected object being displayed. Then this warped image is filtered to remove
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high-frequency components that would lead to aliasing in the final step. This problem is
usually solved using mip mapping approach [119, 101] which stores pyramid of images of
the same texture with subsequently decreasing resolution. During the texture mapping
a certain texture image from the pyramid is taken according to distance of observer from
the object polygon being mapped. This suppress aliasing artifacts and save computation
time too because there is not necessary to have the same level of detail mapped on both
closed and distant polygons of the object.

Due to time and memory complexity of BTF synthesis and mapping we do not deal
with mip mapping in the scope of this thesis at all. Thus all the polygons of rendered
objects are covered with BTF with the same level of details.

However, all of the mathematical texture models presented in Chapter 7 uses the
Gaussian-Laplacian pyramid whose individual image levels can be stored and used as mip
map images.

4.2 BTF Interpolation

For purpose of the BTF correct visualisation on objects in VR scene, there is necessary
to perform interpolation between individual view and illumination directions with respect
to original quantisation step of the measured BTF. In the case that only the closest BTF
image is chosen for texture mapping on actual polygon there became visible seams of
different colour / brightness on object surface. These artifacts can be suppressed using
interpolation between three or more view / illumination position from BTF database
which are closest to actual polygon’s view and illumination directions. Next problem is
computation of optimal weights of these closest view/illumination directions. In computer
graphics are for this aim commonly used barycentric coordinates which were derived by
Möbius in 1827 [13, 26]. Using this technique the weights of three closest triangle vertices
(v1,v2,v3) (view/illumination positions) corresponding to point p are computed as ratio
of masses of particular sub-triangle and whole triangle. The relative magnitude of the
coordinates (weights) corresponds to area ratios in triangle depicted in Fig. 4.2.

Figure 4.2: The barycentric coordinates in triangle.

Then barycentric weights are then computed as

w1 =
4(p,v2,v3)

4(v1,v2,v3)
w2 =

4(p,v1,v3)

4(v1,v2,v3)
w3 =

4(p,v1,v2)

4(v1,v2,v3)
(4.11)

where 4(a, b, c) means area of triangle a, b, c. The point p is interpolated from closest
three points using equation

p = w1v1 +w2v2 + w3v3 (4.12)
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while following condition is fulfilled

w1 + w2 + w3 = 1 . (4.13)

From this is obvious that following scheme can be simply utilised for BTF interpolation
if the three closest measurements are known. These measurements can be obtained as
three closest vectors to actual camera/light positions. Now having these three closest
view/illumination positions the barycentric weights (wi, wv) are computed for the closest
view and illumination directions. To determine the BTF image corresponding to these
directions there is necessary to specify both view and illumination directions at a time.
By permutation of three closest view and illumination positions we obtain nine pairs of
view and illumination position when each of them specify one of BTF measurement. The
texture finally mapped on each polygon is then linear combination of these nine BTF
images while the final weight factors for each such a image are obtained using

wi,v = wiwv . (4.14)

Implementation of barycentric coordinates is quite straightforward when assuming that
each triangle in 3D can be represented using two vectors and the area of this triangle is
proportional to vector norm of a cross-product of these two vectors. So the barycentric
weights from equation (4.11) are finally computed as

w1 =
‖(v2 − p)× (v3 − v2)‖

‖(v2 − v1)× (v3 − v2)‖

w2 =
‖(v3 − p)× (v1 − v3)‖

‖(v2 − v1)× (v3 − v2)‖

w3 =
‖(v1 − p)× (v2 − v1)‖

‖(v2 − v1)× (v3 − v2)‖
. (4.15)

The barycentric coordinates have the following interesting properties:

• If w1, w2 and w3 are all greater than zero, p is strictly inside the triangle.
• If wi = 0 and the other two coordinates are positive, p lies on the edge opposite vi.
• If wi = 0 and wj = 0, p lies on vk.
• If wi < 0, p lies outside the edge opposite vi.

There is a lot of research work, mainly in computer graphics, concerning barycentric
coordinates. The article [80] describes generalisation of barycentric coordinates to any
irregular polygon (not only triangle).

The same interpolation scheme can be exploited also for cluster interpolation within
BTF model introduced in Chapter 7. In this case there are not used original BTF images
for interpolation but synthesised subspace images instead of them specified by means of
a cluster index file.

4.3 Surface Height Simulation

Rough material surfaces can be in certain conditions efficiently approximated by means
of methods exploiting surface height information. Two main approaches of rough surface
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representation based on height information were developed in computer graphics. The
first one is relative computationally cheap method proposed by Blinn in [7] called bump
mapping. The second one, displacement mapping is more computationally demanding
method modelling texture surface by means of direct move of surface vertices according to
the range-map. Both of these methods are supported by contemporary graphics hardware
and thus their fast implementations and different modifications are available [122, 118, 56,
90, 92].

4.3.1 Bump Mapping

Bump mapping [7] is a normal-perturbation rendering technique for simulating lighting
effects caused by patterned irregularities on otherwise locally smooth surfaces. This tech-
nique adds more realism to synthetic images without adding a lot of geometry. Bump
mapping adds per-pixel surface relief shading and increasing the apparent complexity of
the surface, however its real geometry remains unchanged as is illustrated in Fig. 4.3 [77].

Figure 4.3: Principle of bump mapping.

The colour of a surface is determined by the angle between the normal vector N of
that surface and the light vector L. On a flat surface the normal vector N is the same
everywhere on that surface, so the colour of that surface will be the same everywhere,
however, if the normal vector is perturbed at various points on that surface, it would yield
areas that are darker or lighter, thereby creating the perception that parts of the surface
are raised or lowered.

The information about normals perturbation can be stored in a texture map so called
range-map or bump-map which is an array of values that represent an object’s height
variations. The material range-map can be measured and estimated by means of variety
methods and most common of them are described in Chapter 5.

The normals perturbation can be performed by means of the first derivative of the
range-map values which can be efficiently found by the following process (see 1D example
in Fig. 4.4):

1. Render the range-map image as a texture (A).
2. Shift the texture coordinates at the vertices towards the light (B).
3. Re-render the range-map as a texture, subtracting from the first image (A-B).

In order to perform accurate texture shift, the light source direction L must be rotated
into a tangent space. The tangent space has three perpendicular axes, T, B and N. T,
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Figure 4.4: Subtraction of bump shifted
towards light source from original bump pro-
duces visual perception of lit bump.

Figure 4.5: The tangent space defined on polyg-
onal 3D surface.

the tangent vector, is parallel to the direction of increasing texture coordinates s or t on
a parametric surface (see Fig. 4.5). N, the normal vector, is perpendicular to the local
surface. B, the bi-normal, is perpendicular to both N and T, and like T, also lies on
the surface. They can be thought of as forming a coordinate system that is attached to
the surface, keeping the T and B vectors pointing along the tangent of the surface, and
pointing away. If the surface is curved, the tangent space orientation changes at every
point on the surface.

In order to create a tangent space for a surface, it must be mapped parametrically. But
since this technique requires applying a 2D texture map to the surface, the object must
already be parametrically mapped in texture coordinates s and t. The only requirement
for well working bump mapping is consistent parametric mapping on the polygon.

A vector pointing to the light source must be rotated into tangent space at each vertex
of the polygon. To find the tangent space vectors at a vertex, use the vertex normal for
N, find the tangent axis by finding the vector direction of increasing s in the object’s
coordinate system. Find B by computing the cross-product of N and T. The normalised
values of these vectors can be used to create a rotation matrix:

R =











Tx Ty Tz 0
Bx By Bz 0
Nx Ny Nz 0
0 0 0 1











(4.16)

The matrix (4.16) rotates the T vector, defined in object space, into the x axis of tangent
space, the B vector into the y axis, and the normal vector N into the z axis. It rotates
a vector from object space into tangent space. For all non-planar surfaces, this matrix
will differ at each vertex of the polygon.

Now we can apply this matrix to the light direction vector L, transforming it into
tangent space at each vertex. Then the transformed x and y components of the light
vector are used to shift the texture coordinates at the vertex. The overall description of
three pass bump mapping algorithm is given in Alg. 1.

Example of bump mapping for leather02 smooth texture on sphere with additional
diffuse lighting is depicted in Fig. 4.6-left.

Although this technique approximates the surface efficiently, there are following limi-
tations to its accuracy [77]:
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Algorithm 1: Bump mapping algorithm

1. Render the polygon with the range-map textured on it (pass 1 ).

2. Find N, T and B at each vertex according to Fig. 4.5.

3. Use these vectors to create a rotation matrix R (4.16).

4. Use the matrix R to rotate the light vector into tangent space (L′ = RL).

5. Use the rotated L′
x and L′

y components of L′ to shift the s and t texture coordinates
at each polygon vertex in direction of the light.

6. Re-render the textured polygon with the range-map using the shifted texture coor-
dinates (pass 2 ). See 1D example in Fig. 4.4.

7. Subtract the second image (pass 2 ) from the first (pass 1 ).

8. Render the polygon with original colour texture (i.e., smooth texture or BTF syn-
thesised and interpolated according to illumination and view position) and add it to
previously “bumped” polygon (pass 3 ).

• Bump Map Sampling - the range-map is not continuous, but is sampled into
the texture. The resolution of the texture affects how faithfully the bump map is
represented. Increasing the size of the bump map texture can improve the sampling
of the high frequency height components.

• Texture Resolution - the shifting and subtraction steps produce the directional
derivative. Since this is a forward differencing technique, the highest frequency
component of the bump map increases as the shift is made smaller. As the shift is
made smaller, more demands are made on the texture coordinate precision. The shift
can become smaller than the texture filtering implementation can handle, leading to
noise and aliasing effects.

• Surface Curvature - the tangent coordinate axes are different at each point on
a curved surface. This technique approximates this by finding the tangent space
transformation at each vertex. Texture mapping interpolates the different shift val-
ues from each vertex across the polygon. For polygons with very different vertex
normals, this approximation can break down. A solution would be to subdivide the
polygons until their vertex normals are parallel to within some error limit.

• Maximum Bump Map Slope - the range-map normals used in this technique are
good approximations if the bump map slope is small. If there are steep tangents
in the range-map, the assumption that the perturbed normal is length one becomes
inaccurate, and the highlights appear too bright. This can be corrected by creating
a fourth pass, using a modulating texture derived from the original bump-map.
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Many of these problems are avoided when using displacement mapping approach instead.

Due to its simplicity we have used variant of bump mapping called parallax mapping
[118] to introduce regular macro-structure to proposed probabilistic BTF model in Chap-
ter 7. This approach approximates correct appearance of uneven surfaces by modifying
the texture coordinate for each pixel and thus does not require to draw any additional
polygons and can be implemented directly in graphics hardware.

Figure 4.6: Bump Mapping (left) vs. Displacement Mapping (right) for leather02 material
(smooth texture with diffuse lighting).

4.3.2 Displacement Mapping

Displacement mapping [115] is a powerful technique that allows the range-map to ma-
nipulate the position of rendered object faces. Unlike bump mapping, where the normals
are perturbed to give the perception of a bump, this creates real surface relief. They cast
shadows, occlude other objects, and do everything real geometry can do. The displacement
mapping is in comparison with bump mapping significantly more computationally demand-
ing since it requires to tessellate original polygon mesh into even finer one. Displacement
mapping works for all 3D object types. However, because of need for fine render-faces,
not all objects are equally well suited for displacement mapping. Fig. 4.6-right shows
example of displacement mapping for leather02 material on sphere with additional diffuse
lighting compared with corresponding bump mapping result. Note the difference mainly
near an object’s silhouette, where the bump mapping fails to perform realistic occlusions.
The main advantage of this method is no limitation on bump height so it can by used for
approximation of variety of real-world materials, e.g., fur as shown in [54].

To sum up, the displacement mapping technique provides better results than the bump
mapping alternative especially at contours of textured objects, where the bump mapped
textures remains flat while displacement mapping preserve material relief correctly (see
Fig. 4.6). On the other hand the displacement bump mapping is not so computationally
expensive since this method doesn’t require further tessellation of each polygon of the
textured object.
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Range Data Acquisition

For the sake of rough textures modelling as is often the case of BTF, the original ma-
terial structure should be preserved as reliably as possible. One way of material surface
representation is surface height field so called range-map. In this thesis we have found
the range-map useful for enhancing the quality of probabilistic BTF model introduced in
Chapter 7. Stochastic nature of the proposed models has difficulties with modelling of
textures consisting of regular patterns. So the regularity is introduced into these models
by means of surface height information stored in the range-map. Therefore this chapter
summarises and discusses different approaches for material surface height acquisition and
their suitability for BTF height acquisition.

The range-map is usually stored in a form of monospectral image whose intensity in
individual pixels corresponds to relative height of observed surface. In our case the lighter
the pixel is, the closer the corresponding surface is to the camera. The range-map enables
us to produce 3D representation of rough texture from single texture image using rendering
techniques which are widely supported by today’s graphics hardware.

There are several options how to obtain the range-map. The easiest but costly is
direct measurement using a range-scanner. Much cheaper but computationally more de-
manding alternative is using of analytical methods for range-map estimation. There are
numerous methods for range-map estimation and their modifications. The range-map
can be estimated by means of shape from stereo [58], shape from shading (SFS) methods
[44, 66, 126, 29], specific case of SFS - photometric stereo [121, 104] or other alternative
methods [69]. For purposes of this thesis we have implemented and tested the two of the
most know and widely used approaches:

• Shape from shading

• Photometric stereo

– using local integration of surface normals

– using global integration of surface normals

5.1 Range-Map Measurement

Range-scanners are widely used for obtaining depth information of environment for robot
navigation, shape reconstruction or other image processing tasks and can be basically

42
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a) b) c) d)

Figure 5.1: Range-map estimation results of corduroy material (a). The following figures il-
lustrate: (b) direct measurement using FM beat sensor, (c) shape from shading estimate, (d)
photometric stereo estimate.

divided into following two main categories.

5.1.1 Structured Light Range Sensors

The first category is based on a structured light scanner which uses two optical paths,
one for a CCD sensor and one for the structured light projected on measured object and
computes depth via triangulation. Light source can be laser beam or light pattern. Using
multiple cameras can improve measurement accuracy and exploit two dimensional light
pattern to speed up measurement. The main drawback of this triangulation technique is
low acquisition speed and missing data at parts of the scene visible to the camera but not
visible to light projector. Moreover, for relatively flat and smoothly structured objects
such as rough textures for instance, the method is not accurate enough. An additional
difficulties appear also due to specularity of measured material.

5.1.2 Time of Flight Range Sensors

The second group of range sensors involves a signal transmitter, a receiver and electronics
for measuring the time of flight of the signal during its round trip from the range sensor
to the surface of interest. There are three main classes of time of flight sensors:

• Pulse time delay sensor emits intense pulses of light or ultrasound and the distance
measurement is obtained as the amount of time the pulse takes to reach the target
and return to the sensor.

• AM phase shift sensor measures the phase difference between the beam emitted by
an amplitude-modulated laser and the reflected beam, a quantity proportional to
the time of the flight. This sensor suffers from inherent ambiguities since depth
differences corresponding to phase shifts that are multiples of 2π cannot be resolved.

• FM beat sensor measures the frequency shift (or beat frequency) between a frequency-
modulated laser beam and its reflection which is proportional to the round trip flight
time. The range-map of corduroy rough material (Fig. 5.1-a) obtained using FM
beat sensor is shown in Fig. 5.1-b.

All these sensors have problems when imaging specular surfaces and can be relatively
slow due to long integration time at the receiver. Compared to structured light based
systems, time of flight sensors offer greater operating range during variable light conditions.
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5.2 Range-Map Estimation

Direct range-map measurement device could not be always available or such a measurement
could not be in principle possible. In such a situation the analytical range-map estimation
methods described in this section can be convenient.

5.2.1 Shape from Stereo

Surface height can be restored from at least two images taken from different positions. The
problem reduces mainly to dense correspondence matching. Approaches to the correspon-
dence problem can be broadly classified into two categories: the intensity-based matching
and the feature-based matching techniques. In the first category, the matching process is
applied directly to the intensity profiles of the two images, while in the second, features
are first extracted from the images and the matching process is applied to the features.

Intensity-Based Stereo Matching

The intensity-based stereo matching employs epipolar geometry which reduces the search
for correspondences from two-dimensions (the entire image) to one-dimension. This is
possible if we assume that an epipolar lines coincide with the horizontal scanlines if the
cameras are parallel so the corresponding points in both images must therefore lie on the
same horizontal scanline. From the corresponding row of the image pair reveals that the
two intensity profiles differ only by a horizontal shift and a local foreshortening. The
advantage of this intensity profile matching is that as an output is a dense disparity map
and, consequently a dense range-map. Unfortunately, like all constrained optimisation
problems, whether the system would converge to the global minimum is still an open
problem. An alternative approach in intensity-based stereo matching, commonly known as
the window-based method, only matches those regions in the images that are “interesting”
[58].

Feature-Based Stereo Matching

In the feature-based approach, the image pair is first preprocessed by an operator so as to
extract the features that are stable under the change of viewpoint, the matching process
is then applied to the attributes associated with the detected features. Edge elements,
corners, line segments, and curve segments are features that are robust against the change
of perspective, and they have been widely used in stereo vision. Edge elements and corners
are easy to detect, but may suffer from occlusion; line and curve segments require extra
computation time, but are more robust against occlusion.

Stereo matching process is a very difficult search procedure. In order to minimum false
matches, some matching constraints must be imposed. Several matching constrains were
used in the past as for instance similarity, uniqueness, continuity, ordering and epipolar
constrain [73].

When the matching is finished the essential matrix of both cameras can be computed
based on correspondence between two images. From this essential matrix it can be derived
the translation and rotation between the both camera positions. Finally according these
information about mutual camera position and orientation the range-map reconstruction
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can be performed up to a scale factor. Note that the camera is assumed to be calibrated
so that its intrinsic parameters are known. For more see [104].

5.2.2 Shape from Shading

Shape-from-shading (SFS) is problem of determining the shape of a smooth surface given
a single image of that surface illuminated from know direction. The pioneer work in this
field has been done by Horn [44]. The SFS task can be regarded as calculating the set
of partial derivatives (z̃x, z̃y) corresponding to surface z(x, y) assuming as a input single
intensity image illuminated under light direction β. The problem reduces to solving the
image irradiance equation

E(x, y) = ρR(zx, zy, ωi) (5.1)

where E is the intensity value of the pixel at position x, y, ρ is albedo of the object surface
and R is Lambertian reflectance map (5.2) that maps surface gradients zx = ∂z(x,y)

∂x
and

zy = ∂z(x,y)
∂y

to an intensity value as follows

R(zx, zy, β) =
uxzx + uyzy + uz

√

u2
x + u2

y + u2
z

√

1 + z2
x + z2

y

, (5.2)

where ωi = (ux, uy, uz) is vector to illumination source in sample coordinate system.
The values (zx, zy,−1) represents normal vector of surface in observed object location.
Unfortunately the equation (5.1) is underconstrained. To overcome this underconstrained
nature of Lambertian SFS several constraints were proposed (see SFS survey in [126]).
One of them has been introduced by Frankot and Chellappa in [29]. This integrability
constrain transforms estimated slopes (ẑx, ẑy) to nearest integrable slopes (z̃x, z̃y) where
following integrability equation is valid

∂

∂y
z̃x =

∂

∂x
z̃y . (5.3)

A possibly non-integrable estimate of surface slopes is represented by a finite set of basis
functions and integrability is enforced by computing the orthogonal projection onto a vec-
tor subspace spanning the set of integrable slopes. This projection maps closed convex sets
into convex sets in each iteration step of SFS algorithm (Alg. 2) while following distance
measure is minimised

d{(z̃x, ẑx), (z̃y, ẑy)} =

∫ ∫

|z̃x − ẑx|
2 + |z̃y − ẑy|

2dxdy . (5.4)

At the beginning of each pass of the algorithm the previous slopes are smoothed by
approximation of Laplacian with the center pixel left out according to

ˆ̂zx(x, y) =
1

5
[z̃x(x, y + 1) + z̃x(x, y − 1) + z̃x(x+ 1, y) + z̃x(x− 1, y)] + (5.5)

+
1

20
[z̃x(x− 1, y − 1) + z̃x(x− 1, y + 1) + z̃x(x+ 1, y + 1) + z̃x(x+ 1, y − 1)]

and similarly for ˆ̂zy.
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The following step represents finite difference approximation which generates a new
set of raw slope estimates during each iteration

[

ẑx(x, y)
ẑy(x, y)

]

=

[

ˆ̂zx(x, y)
ˆ̂zy(x, y)

]

+
1

λ
(I(x, y) −R(ˆ̂zx, ˆ̂zy))

[

Rx(ˆ̂zx, ˆ̂zy)

Ry(ˆ̂zx, ˆ̂zy)

]

, (5.6)

where Rx = ∂R

∂ˆ̂zx
and Ry = ∂R

∂ˆ̂zy
are partial derivations of reflectance function in (5.2) and

I(x, y) is intensity in image at location (x, y) and λ is regularisation parameter which
influences convergence speed of the whole iterative algorithm.

Surface slopes are represented using integrable basis functions in Fourier domain

Ĉx(u, v) =
1

2π

∫ +∞

−∞

∫ +∞

−∞
ẑx(x, y)) · ej(ux+vy)dxdy , (5.7)

Ĉy(u, v) =
1

2π

∫ +∞

−∞

∫ +∞

−∞
ẑy(x, y)) · e

j(ux+vy)dxdy .

And finally in the last step the raw slopes estimates are projected onto the nearest inte-
grable solution using surface slopes representation in Fourier domain as follows:

C̃(u, v) =
−j

2π

u
N
Ĉx(u, v) + v

N
Ĉy(u, v)

u
N

2 + v
N

2 , (5.8)

C̃x(u, v) =
u

N
C̃(u, v) ,

C̃y(u, v) =
v

N
C̃(u, v) ,

where Ĉ is Fourier spectrum corresponding to surface height ẑ,
u is frequency corresponding to width of the image 1 . . . N ,
v is frequency corresponding to height of the image 1 . . . N .

The raw slope estimates which fulfil integrability condition are obtained as the inverse
Fourier transformation of slopes represented in Fourier domain:

z̃x(x, y) =
1

2π

∫ +∞

−∞

∫ +∞

−∞
C̃x(u, v) · e−j(ux+vx)dudv , (5.9)

z̃y(x, y) =
1

2π

∫ +∞

−∞

∫ +∞

−∞
C̃y(u, v) · e

−j(ux+vx)dudv .

The surface height is obtained as a byproduct of integrating surface slope estimates

z(x, y) =
1

2π

∫ +∞

−∞

∫ +∞

−∞
C(u, v) · e−j(ux+vy)dudv . (5.10)

Result of this algorithm applied on texture with complex surface illuminated by light
source with tilt φ = 0o and slant θ = 60o is illustrated in Fig. 5.2-b and Fig. 5.1-c.
Another example of shape from shading algorithm performance is given in Fig. 5.3. The
range-maps of three leather materials (right resp.) were estimated from single texture
images (left resp.) for roughly estimated position of illumination source.
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Algorithm 2: Shape from Shading Algorithm (Frankot,Chellappa) [29]

1. FOR all (x, y) ∈ IN×N set slopes z̃x, z̃y to zero

2. WHILE (d{(z̃x, ẑx), (z̃y , ẑy)} < threshold)

(a) FOR all (x, y) ∈ IN×N compute smoothing by (5.5)

(b) FOR all (x, y) ∈ IN×N compute new slopes (5.6)

(c) FOR all (x, y) ∈ IN×N represent slopes using integrable basis functions in
Fourier domain, i.e. zx(x, y)→ Cx(u, v) and zy(x, y)→ Cy(u, v) (5.7)

(d) FOR all (x, y) ∈ IN×N project the raw slope estimates onto the nearest inte-
grable solution using (5.8) in Fourier coefficients space

(e) FOR all (x, y) ∈ IN×N convert slopes from Fourier domain into raw form, i.e.
Cx(u, v)→ zx(x, y) and Cy(u, v)→ zy(x, y) (5.9)

3. FOR all (x, y) ∈ IN×N compute height data z(x, y) from last Fourier coefficients
C(u, v) (5.10) by inverse DFT .

4. FOR all (x, y) ∈ IN×N normalise height data

a) b)

Figure 5.2: Result of SFS algorithm [29]: (a) original image (b) its range-map (λ = 500, 28
iterations)

5.2.3 Photometric Stereo

The idea of photometric stereo is based on a change illumination position between succes-
sive views, while holding the viewing direction constant. Woodham in [121] demonstrated
that these intensity measurements from multiple images provide sufficient constraint to
determine surface orientation locally. Thus assumptions of photometric stereo are known
reflectance function of observed material and existence of three or more images obtained
from the same viewing position during known illumination position change. This method
enables to compute normal vector in each image pixel [104]. The desired height data
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Figure 5.3: Range maps (left resp.) estimated from one image (right resp.) using shape from
shading technique for white leather, cushion leather and snake leather from DaimlerChrysler and
UTIA texture database.

(range-map) are obtained from the estimated normal-map using integration techniques.
All surfaces are assumed Lambertian and light sources are assumed as point light

sources in infinity.
I(x, y) = ρR(zx, zy, ωi) (5.11)

where I(x, y) is image intensity at location (x, y), ρ is albedo - the surface reflectivity
coefficient, R(zx, zy) is reflectance map which determine reflected intensity dependently
on surface slopes (zx, zy) (for example see (5.2)) and ωi is illumination position.

All directions to light sources are ordered into a matrix L and corresponding intensity
of the same pixel for different illumination directions are ordered to in matrix form I(x, y)
as follows

L =







L1
...
Ln






, I(x, y) =







I1(x, y)
...

In(x, y)






. (5.12)

Then surface slopes n = [zx, zy, 1] for each pixel are computed by

n(x, y) =
L−1I(x, y)

||L−1I(x, y)||
(5.13)

Equation (5.13) holds if only three images are used (n = 3), otherwise it is necessary to
use pseudo-inversion L+ of matrix L where L+ = (LTL)−1LT instead of L−1. The optimal
placement of the illumination for three-image photometric stereo when used for capturing
3D surface texture is derived and verified experimentally in [107]. The gradient images
can be obtained even from images where the illumination positions are unknown. This
problem is called uncalibrated photometric stereo and is discussed in papers [23, 106].

As was already mentioned photometric stereo computes normal n for every pixel in
image lattice. Based on these normals, the height data are obtained using either local inte-
gration techniques introduced, e.g., in [57] or global integration techniques as for example
one-pass of shape from shading algorithm, e.g., [126, 29].

Local integration techniques

Local techniques perform local calculation of height increments by curve integral. These
methods differ in specifying an integration path, i.e., scan lines and a local neighbourhood
for local approximation of height increments. Basic idea is multi-pass surface integration in
defined neighbourhood starting from different parts of gradient image containing pixel-wise
normals orientation. The resulted range-map is normalised average image of individual
passes. These techniques are easy to implement and very fast, however, the locality of
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the calculations causes high data dependency and the propagation of height increments
propagate the errors as well. These techniques doesn’t have impose any restrictions on
surface integrability.

One of such methods is described in [57, 97]. The method require four scans through the
gradient image according to Fig. 5.4 During the scan the height information is computed

Figure 5.4: Directions of scanning in four different scans through array of normals and used
contextual neighbourhood.

for each pixel by following process. Let n = [zx, zy,−1] be the normal vector at position
(x, y) (see contextual neighbourhood in Fig. 5.4). This vector is normalised and reordered
according to

n′ =
[zx, zy,−1]
√

z2
x + z2

y + 1
, n̄′ = [n̄′x, n̄

′
y,−

√

1− n̄′2x − n̄
′2
y ] (5.14)

then the normals are averaged within contextual neighbourhood

n̄x
′ =

n′a,x + n′b,x + n′c,x + n′d,x

4
, n̄y

′ =
n′a,y + n′b,y + n′c,y + n′d,y

4
. (5.15)

Applying of following formula for each slope position give as range-map from one scan.

z(d) =
z(b) + z(c)

2
+

−n̄′
x

n̄′
z

+
n̄′

y

n̄′
z

2
(5.16)

To obtain final range-map it is necessary to perform all four scans as it is depicted in Fig.
5.4 and average their values for each slope position.

Result of photometric stereo with local integration of slopes applied on texture with
a rough surface illuminated by light source with tilt φ = 0o and slant θ = 60o is illustrated
in Fig. 5.5-b. In the image we can see the slanted artifacts caused by the incremental
error during contextual neighbourhood movement along image grid from all four scans.
The solution avoiding these possible artifacts is using global surface integration techniques.
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a) b) c)

Figure 5.5: Result of photometric stereo normals integration : (a) the original image, the normals
integration (b) using local techniques, (c) using shape from shading integration.

Global integration techniques

Global integration techniques treat surface integration as optimisation problem where the
goal is to minimise certain function. The global techniques are more robust against noise
in comparison to local integration techniques because the surface gradient data have global
impact on solution process. One example of these techniques is one iteration of shape from
shading algorithm Alg. 2 presented in [29]. Results of this integration approach is depicted
in Fig. 5.5-b and Fig. 5.1-d. Fig. 5.6 shows examples of estimated normal and range
maps for six different materials from University of Bonn BTF database and one material
from UTIA rough textures database. Normal maps (second row) were obtained by means
of photometric stereo using three different BTF images with fixed viewing position and
corresponding range-maps (third row) were reconstructed using mentioned shape from
shading global integration technique.

Figure 5.6: Normal and range maps (second and second row) estimated using photometric stereo
and global integration technique for six materials from University Bonn BTF database (fabric01,
fabric02, foil01, foil02, leather02 and knitted wool) together with cushion fabric from UTIA rough
texture database.
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5.3 Range-Map Techniques Overview

The following table describes main advantages and disadvantages of individual range-map
measurement and estimation methods.

method ⊕ 	
Structured Light Sensors easy reconstruction of complex

shapes
slow, missing data in some areas,
problem with specularity, accu-
rate calibration required

Time of Flight Sensors accurate, wide operation range relatively slow, costly device,
problem with specularity

Shape from Stereo wide operation range slow, for deep scenes only, only
approximate results

Shape from Shading only one image with known illu-
mination position necessary

relatively slow iterative method,
only approximate results

Photometric Stereo fast, accurate three registered images required
(with known lights position), ad-
ditional normals integration re-
quired

5.4 Range-Map Synthesis

The range-map is usually obtained as some kind of material image processing when both:
size of the observed material and an acquisition device resolution are limited. However,
this constrained size of a range-map is inconvenient for surface approximation of large
objects in VR. Thus the estimated range-map can be enlarged to required size by means
of image tiling as shown, e.g., in Section 8.3.1. Another possibility is employing of a prob-
abilistic smooth texture synthesis model introduced in Chapter 7. Apart from image tiling
methods this option is most suitable for range-map modelling of irregular materials, e.g.,
plaster, leather, etc. Another range-map synthesis method with real-time performance is
described in [51]. Although the method enable fast range-maps synthesis on arbitrary level
of details according to given normal density function the possible range-map representa-
tions obtained using this model are limited to bumpy surfaces without any low frequency
details.
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Segmentation of BTF Data

6.1 BTF segmentation

BTF datasets contain thousands of images taken for varying illumination and view direc-
tions. This overall number of images corresponds to angular resolution of BTF measure-
ment setup. In the case of used Bonn university database with 81 different view and 81
different illumination position we obtain 6561 BTF images.

Due to a limited computational capability of contemporary hardware, the both analysis
and real-time synthesis of all BTF images by means of probabilistic MRF-based BTF
models presented in Chapter 7 would be to costly and also superfluous so a data reduction
method is inevitable.

This reduction can be performed due to the fact that an individual BTF measurements
have similar colour and brightness properties with nearby illumination and viewing angles.
Image similarity depends mainly on individual material reflective properties and it is quite
probable mainly for close spatial positions of light and camera. These facts lead us to idea
of BTF segmentation into a finite set of BTF clusters.

During segmentation the BTF data space, spanning all view and illumination direc-
tions, is divided into set of clusters. Each such a cluster is represented by the BTF image
closest to cluster center according to similarity function. Such an ideal similarity func-
tion should favour the overall brightness and colour hue similarity regardless of texture or
shadow information presented in compared BTF data.

6.1.1 Data Representation

One of suitable data arrangements for BTF segmentation is BTFTEX containing individual
images taken for different illumination and view positions (see Section 2.3.2). Thus the
resulting data space contains 81× 81 data features. An appropriate form of these features
considerably influence performance and speed of segmentation algorithm. Natural solution
would be using directly pixel values of BTF image ordered into a feature vector. However,
this solution have several shortcomings. The first of them is length of these feature vectors.
Even for relatively small data window containing the largest structure elements involved in
simple materials cannot be smaller than 20× 20. This window in three spectral channels,
results into feature vector of size 3× 20× 20 = 1200. Such long image features cause very
time demanding segmentations. Moreover, the pixel-wise registration of individual BTF
images is far from being perfect (accuracy max± 3 pixels) so the Euclidean distance of such

52
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features can lead to relatively high distance even in cases when both images are the same
but shifted for a few pixels. The second problem is caused by a nature of BTF including
images with masked and shadowed areas. The pixels in two BTF images when one was
taken from head-on position and the other for high grazing angle does not necessarily
correspond to the same location on the measured material sample due to masking effect
caused by rough surface structure (see Fig. 2.6). Additionally, when the view angles are
fixed the changing illumination produces shadows occurring in different portions of the
BTF image so again the simple Euclidean distance between two such data features fails.

6.1.2 Histogram similarity

The simple image statistics present in image histogram is handful for the purpose of
accurate BTF segmentation. As a similarity measure can be used difference between
corresponding histogram bins. However, the difference of two histograms do not pay
attention on mutual positions of histogram bins in both images so using the cumulative
histograms m̄ instead is convenient.

For a colour BTF images a corresponding histograms in individual colour channels
are used. So each BTF image is represented by data features containing subsequently
three cumulative histograms corresponding to individual colour channels. The size of such
feature vectors is 3× 256 = 768. The histogram similarity for one colour channel r3 is

d̄H(k, i, v, r3) =
nl
∑

i=1

(m̄ck
− m̄i,v)

2 , (6.1)

where the nl is a number of image quantisation levels (i.e., in our case nl = 256), ck
represents BTF image corresponding to k-th cluster center and r3 = 1 . . . d is spectral
channel. The final distance for all three colour channels is

∆dH(k, i, v) = ∆dH(k, i, v, 1) + ∆dH(k, i, v, 2) + ∆dH(k, i, v, 3) . (6.2)

6.1.3 Colour-Space Transformation

The treatment of colour data according to human visual system is an important aspect
of used cumulative histogram similarity measure. To avoid weighting of individual RGB
values according to subjective human eye sensitivity we transformed all BTF images into
perceptually uniform CIE Lab (D65) colour-space [123, 28]. In CIE Lab the same colour
shift in terms of Euclidean distance results into the same difference of visual perception of
resulted colours and due to this reason the Euclidean distance become appropriate metric
for BTF histograms clustering.

6.1.4 K-Means Clustering

We have used common iterative K-means clustering algorithm [105, 20] for the sake of BTF
histograms clustering. This technique exploits first order statistics of the data and finds
a predetermined number of clusters in data space, by minimising the sum of squared errors
criterion. The exploitation of clustering algorithm for aim of BTF data segmentation into
D clusters forming set K is introduced in Alg. 3.
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Algorithm 3: K-means Algorithm for BTF segmentation

1. Give random position to ∀k ∈ K centres of all clusters, i.e., [i = 0 . . . 81, j = 0 . . . 81]

2. WHILE ((inner class variance J > threshold) OR (number of iterations < max.
iterations) OR (no further data shifts between clusters))

(a) FOR each feature vector (BTF image with view position v and illumination
position i compute distance d(k, i, v) to every cluster centre k and assign this
vector to cluster with the closest distance (Step 1):

k∗ = arg min
k∈K

d(k, i, v) .

(b) FOR each cluster k ∈ K recompute its centre according to all assigned vectors.
(Step 2)

3. Corresponding representative of cluster k ∈ K is a BTF image having the closest
distance d() to the center of the cluster k.

The segmentation quality criterion of correct data distribution into individual clusters
is the inner class variance defined by

J =
D
∑

k=1

∑

j∈Sk

|xj − µk| , (6.3)

where Sk is a set of data features belonging to class k, xj vector representing j-th data
point and µk is a mean vector of data in class k, i.e., µk = 1

|Sk|

∑

j∈Sk
xj .

The whole iterative process is stopped when J drops under predefined threshold or
there is no any further shift of data features between individual classes which indicates
optimal distribution of data features into the clusters.

Finally for each cluster is chosen one representative which is the closest BTF image
to cluster centre in sense of mentioned Euclidean metric between multispectral CIE Lab
histograms.

6.2 Optimal Number of Clusters

The estimate of optimal number of BTF clusters is very important step, when using K-
means clustering method. We will denote this number a BTF dimensionality D. There
are several methods based usually on BTF linear analysis using the PCA performed on all
6561 BTF images or on their spatial correlations. Here have to be noted that finding of
principal components for whole BTF space is tremendous computational task which even
for relatively small part of original BTF images takes many hours of computations.

An alternative solution avoiding these problems consist in starting with predefined
minimal number of clusters. The number of clusters is then iteratively increased by split-
ting the cluster of the biggest inner-variance J (6.3). The cluster adding iterations are
repeated till the number of data features (corresponding BTF images) in each cluster or
the inner variance in all individual clusters is smaller than predefined threshold.
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6.2.1 PCA on Raw Data

One way to obtain optimal BTF dimensionality D is employing the image statistical
methods. One of them is PCA of whole BTF data space. All pixels from window of size
M × N cut from individual BTF images are ordered into vectors X and centered using
mean BTF image vector X̄. All these vectors form matrix A of size 3MN×ninv as follows

A = [X1 − X̂,X2 − X̂, . . . ,Xni·nv − X̂] (6.4)

In the following step the symmetric matrix M = ATA is computed. Note than even this
symmetrisation step is quite long since the size of matrix A, even if taking into account
only BTF image area 20×20, is 1200×6561. So for material with large structure elements
the matrix can be considerably larger which causes very long computational times.

When having the symmetric matrix M the SVD is performed resulting into the fol-
lowing decomposition

M = UDVT (6.5)

where U,VT contain orthonormal columns, rows respectively and D is non-negative di-
agonal matrix containing sorted eigen-values.

The individual eigen-values from diagonal matrix D weight the importance of eigen-
vectors contained in matrices U and VT for matrix M reconstruction. The number of
preserved eigen-numbers approximately corresponds to the BTF dimensionality D accord-
ing to the equation

∑D
i=1 σ

2
i

∑ninv

i=1 σ2
i

≥ F . (6.6)

where σ2
i are squared eigen-values sorted downwardly on diagonal of matrix D and F is

a fraction close to 1 which enables preservation of the most important BTF features. In
our experiments on several BTFs we suppose F = 0.9 as satisfactory approximation.

From this follows that only D eigen-values and corresponding eigen-vectors (i.e., eigen-
BTF images) have to be stored for BTF dataset reconstruction holding most of the original
BTF information.

Plotting of the first thirty eigen-values and corresponding logarithmic eigen-values,
illustrated in Fig. 6.1, shows that only about 10 to 30 BTF images covers most of the
information in BTF of tested materials. Fig. 6.1 shows that most of the materials can be
satisfactory approximated by means of linear combination of relatively low number D of
eigen-BTFimages.

6.2.2 PCA on Raw Data Correlations

The BTF dimensionality D should correspond to number of texture images, which are
necessary for correct reconstruction of whole BTF dataset. Another possible way to obtain
D was presented in paper of Suen and Healey [109].

The method determines texture dimensionality using correlation functions computed
in small area of each BTF image. If we assume that all BTF images are already rectified
(rotated to head-on position, i.e., the texture normal is identical to camera axis), the
correlation between spectra i and j is computed in following way

Rij(m) =
1

|Λ(m)|

∑

x∈Λ,(x+m)∈Λ

[Ii(x)− Īi][Ij(x + m)− Īj ] , (6.7)
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where x = [r1, r2]
T are planar coordinates in BTF image, m = [m,n] are correlation shifts,

Īi =
1

|Λ|

∑

x∈Λ

Ii(x)

and similarly for Īj, Λ is the region in the image which the sample occupies, |Λ(m)| is
number of locations where x ∈ Λ and (x + m) ∈ Λ.

If three spectral bands in BTF images are assumed (RGB), we have namely following
nine correlations per each image pixel RRR, RRG, RRB , RGR, RGG, RGB , RBR, RBG, RBB .
The values of m,n can vary in intervals 0 ≤ m ≤ mmax and −nmax ≤ n ≤ nmax. Thus
finally 9(mmax+1)(2nmax+1) correlations for every image are obtained and their values are
ordered into a column vector of this length. Such a vector is obtained for every BTF image
of all ninv BTF images. Finally the matrix R (6.7) with size 9(mmax+1)(2nmax+1)×ninv

is built.
On matrix R is performed SVD which finds diagonal matrix D with eigen-values and

matrices U, V with corresponding eigen-vectors.

R = UDVT (6.8)

Figure 6.1: The thirty highest eigen-values plotting for eight distinct BTFs. The first image
depicts standard eigen-values plotting while the second image shows corresponding logarithmic
values.
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The eigen-values are sorted according to their size downwardly so σ1 ≥ σ2 ≥ . . . ≥ σninv .
The BTF dimensionality D is obtained from the formula (6.6)

6.3 Clustered BTF Representation

The final BTF reconstruction is based on cluster index file which stores indices of the
individual cluster representative images being used for certain light and camera positions
i and v. The example of cluster index for D = 15 together with corresponding cluster
representative images for material leather01 is shown in Fig. 6.2.

Figure 6.2: Cluster subspace index for the leather01 BTF containing 15 clusters (left). The BTF
images withdrawn according to clustering results (right). Each image represents the closest BTF
image to center of each cluster with respect to colours in cluster index (left).

Only these images so-called BTF subspaces (Fig. 6.2-right) are synthesised using MRF
models presented in Chapter 7 and their parameters are stored along with cluster index
table (Fig. 6.2-left). According to these data the BTF texture image with mesostruc-
ture and microstructure corresponding to required illumination and view direction are
synthesised.

From cluster index in Fig. 6.2-left and Fig. 6.3 it is apparent that the change of
illumination direction, in comparison with the change of view direction, results in higher
cluster difference as was mentioned already in [59]. See horizontal stripes of different
“background” clusters which corresponds to change of illumination elevation angle.
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Figure 6.3: Subspace index images for four different materials: leather02 (12 clusters), fabric02
(13 clusters), wool (15 clusters) and wood02 (15 clusters).



Chapter 7

Probabilistic BTF Modelling

The main requirements on ideal BTF model are preservation of visual quality, compact
size of parametric set and low computational demands. All the BTF compression and
modelling methods mentioned in Chapter 2 are based on repetition of stored BTF im-
ages or on some kind of their pixel-wise parametric representation. These approaches
enable relatively low BTF data compression and require additional, usually sample-based,
methods for enlargement of synthesised BTF images.

This chapter introduces several novel BTF models which remedy mentioned disadvan-
tages of contemporary BTF models at the price of compromise visual quality for some
materials. Proposed models are generative so they do not need to store any form of origi-
nal BTF measurements but only very restricted model statistics. This approach allows to
reach huge compression ratio of the original BTF measurements, while the fast BTF data
synthesis and rendering is guaranteed.

The proposed probabilistic BTF model is based on two main parts: BTF segmentation
into subspaces and subspace modelling as depicted in a block scheme on Fig. 7.1.

Figure 7.1: The overall scheme of proposed probabilistic BTF model.

The BTF segmentation method is in detail described in the previous chapter while the
subspace modelling is subject of this chapter. The proposed BTF modelling approach per-
forms well on smooth BTFs with stochastic structure, e.g., wood, plaster, etc. However,
due to its inherent principle it has difficulties to reproduce regular low frequency structures
often present for instance in BTFs of textiles. To overcome this drawback we introduce
modified BTF model with additional rough surface structure processing pipeline based on
height data estimation and modelling as it is illustrated in Fig. 7.2. The additional pro-
cessing consist in range and normal maps estimation and their subsequent enlargement.
The final BTF image is obtained as combination of original interpolated subspace syn-
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thesis and height data in displacement or bump mapping filter. Such an approximation
is generally possible only for materials fulfilling Lambertian reflectance law, however, it
gives satisfactory results also for materials where this assumption does not hold. This

Figure 7.2: The overall scheme of proposed probabilistic BTF model with additional rough
information processing pipeline.

approach simplifies the underlying probabilistic MRF models structure as well as their
corresponding robust parameters estimation problem and allow shading and scattering
approximation by means of GPU.

7.1 BTF Segmentation into Subspaces

All three proposed BTF models (Fig. 7.1 and Fig. 7.2) starts with the BTF image space
segmentation into several subspaces. This is done using the K-means algorithm in the fea-
ture space that consists of all view and illumination combinations using colour cumulative
histogram data as data features. Currently the best available BTFs are represented by
81 view × 81 illumination directions (for University of Bonn data [98]). To obtain more
accurate segmentation results the cumulative histograms are computed in perceptually
uniform CIE Lab colour-space. Described segmentation divides BTF space into a set of
subspaces and each of them is represented by the nearest BTF image that corresponds to
cluster center in sense of Euclidean distance between two cumulative histograms.

An important issue is the optimal number of subspaces. The eigen-value analysis
(PCA) of whole BTF data space leads us to the conclusion that the intrinsic BTF space
dimensionality for most BTF texture samples is between ten and thirty. Hence the first
largest 10 to 30 eigen-values contain often 90% of the whole information. Several exam-
ples of BTF space segmentations for different materials are depicted in Fig. 6.3. We
restricted the maximal number of subspace images in our implementations to twenty with
respect to limited GPU memory, computational demands as well as satisfactory visual
BTF reconstruction. More details on BTF segmentation are given in Chapter 6.

7.2 Surface Height Data Estimation and Enlargement

The BTF models exploit range and normal map estimated from the original BTF mea-
surements for representation of rough material macrostructure. This can be performed by
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means of several method as it is discussed in Chapter 5. We have used a simple photo-
metric stereo which is preferable for BTF data having tens of ideally mutually registered
images with known light positions. The photometric stereo enables to acquire the normal
and albedo fields from intensity images when the Lambertian opaque surface is assumed
(for details see [121]).

This method provide relatively accurate approximation of material macrostructure. We
obtained satisfactory results for many real-world materials such as for instance plaster,
leather, etc. Range data enlargement to required resolution was accomplished by means
of image tiling method presented in [103] (see Section 8.3.1) or using the MRF modelling
approach.

7.3 Multiscale Multispectral Subspace Models

In this section we propose the three different Markov Random Field (MRF) subspace
models which are responsible for material modelling on mesostructure and microstructure
level. Individual cluster representative subspace images obtained using BTF segmentation
are subsequently analysed by means of one of these probabilistic MRF models. The
simultaneous modelling of such multispectral subspace images generally requires three
dimensional models. If a 3D data space can be factorised then these data can be modelled
using a set of less-dimensional 2D random field models, otherwise it is necessary to use
some 3D random field model. Although, full 3D models allow unrestricted spatial-spectral
correlation modelling its main drawback is the large number of parameters that have to
be estimated and consequently more time demanding analysis as well as synthesis.

7.3.1 3D Models

The modelling of general multi-spectral textures requires three dimensional model that
allow unrestricted spatial-spectral correlation representation. Three dimensional models
can be divided into two major categories with respect to the type of model’s contextual
neighbourhood (CN): causal and non-causal. The non-causal models do not have any
particular restriction on the shape of CN, however, their computation is very slow since
in most MRF models it requires an iterative Monte Carlo methods. On the other hand,
the causal models restrict the CN shape to be either causal or unilateral, i.e., during
computation the CN take into account during computation only the known or already
computed image pixels (see example in Fig. 7.6). This enables use some exceptional
models for fast analytical parameter estimation methods as well as to perform fast model
synthesis.

The basic block scheme of 3D multiscale multispectral model is depicted in Fig. 7.3
The whole subspace images modelling process can be split into two major parts. The
first one is a simultaneous analysis of all subspace images by means of 3D MRF model.
The second part is a fast subspace images synthesis of arbitrary resolution based on MRF
model parameters computed in the previous analytical step.

In comparison with the offline analysis the synthesis has to be fast enough to enable
real-time rendering of synthesised BTFs in VR systems.



62 Chapter 7. Probabilistic BTF Modelling

Figure 7.3: The scheme of 3D MRF multiscale multispectral subspace model.

Analysis

Individual subspace images are decomposed into a multi-resolution grid and each resolution
data are independently modelled by their dedicated MRF model. This enable efficient
modelling of all visual features of subspace images. The multi-resolution grid is created
by means of a Gaussian-Laplacian pyramid as is described in full details in Section 7.3.4.

The results of the analytical part are several MRF models with different parameters
corresponding to different synthetic results. Since there is not any suitable similarity
measure to compare visual quality of colour textures available so far, we choose the optimal
model structure according to subjective visual observation as is discussed in Chapter 9.

The analysis of 3D MRF models generally leads to the computationally demanding
Monte Carlo iterative techniques. However, after several restrictions, as mentioned above,
we can avoid this iterative parameter estimation and use the fast analytical estimation
techniques.

Generally the MRF model is generative so it does not require to store any samples of
original subspace textures. The number of the 3D model parameters depends only on the
number of input data spectral channels and on size of model’s contextual neighbourhood.
Thus the 3D MRF model enable unbeatable compression of subspace images. The BTF
model parameters for one material in form of the floating point numbers take up typically
about 100KB in average for contextual neighbourhood including six support pixels and
three pyramid layers.

Synthesis

The synthesis of 3D model is process complementary to the analysis, however, in compar-
ison with analytical part of proposed analytical 3D MRF model, its synthesis is very fast
and consist of individual multi-resolution pyramid planes synthesis and their subsequent
interpolation during spatial defactorisation step (inversion process to (7.4),(7.6)). Based
on the parameters of 3D MRF model the subspace images of arbitrary resolution can be
synthesised.

7.3.2 Approximation using 2D Model

The factorisation alternative of 3D data models is attractive because it allows using simpler
2D data models with less parameters and consequently also easier implementation. In
our case the spectral factorisation was employed to decompose individual multispectral
subspace images into monospectral factors which are modelled independently by their
dedicated 2D models. The block scheme of general 2D multiscale multispectral model is
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Figure 7.4: The scheme of 2D MRF multiscale multispectral subspace model.

illustrated in Fig. 7.4.

The whole subspace images modelling process can be again split into two major parts.
The first one is subsequent analysis of subspace images by means of a 2D MRF model.
The second part is fast subspace images synthesis of arbitrary resolution based on MRF
model parameters computed in the previous analytical step.

Analysis

Apart from 3D model the 2D model starts with a spectral factorisation step which results
into a set of monospectral subspace factors. The spectral factorisation is accomplished
by the Karhunen-Loeve transformation of input multispectral data (see Section 7.3.3 for
details). Each monospectral decorrelated plane is subsequently spatially factorised using
a Gaussian-Laplacian multi-resolution pyramid and each monospectral subband image is
analysed by means of a 2D MRF model resulting into a texture representation by the
model parameters. So each monospectral subspace factor have dedicated multi-resolution
pyramid and each pyramid resolution layer is analysed by dedicated 2D MRF model.

As a result of multispectral data analysis a matrix of inverse Karhunen-Loeve transfor-
mation is stored together with 2D MRF model parameters for individual subspace images.
The number of the 2D MRF model parameters depends again on the number of input
data spectral channels of individual subspace images and on the size of model’s contextual
neighbourhood. Thus the 2D MRF model enable even higher compression of subspace
images than 3D model. The BTF model parameters for one material take up typically
about 60KB in average for contextual neighbourhood with six support pixels and three
pyramid layers.

Synthesis

The synthesis of monospectral subspace factors requires reconstruction of individual planes
of the multi-resolution pyramid. Each monospectral fine-resolution component is obtained
from the pyramid collapse procedure (inversion process to (7.4),(7.6)). Finally the re-
sulting synthesised multispectral subspace image is obtained from the set of synthesised
monospectral images using the inverse Karhunen-Loeve transformation. Based on the pa-
rameters of 2D MRF model and the inverse Karhunen-Loeve transformation matrix the
proposed 2D model enable synthesis of subspace images in arbitrary resolution. Despite
the essential computation of the inverse Karhunen-Loeve transformation the synthesis of
the proposed 2D model is very fast. Moreover, the 2D multiscale multispectral model can
be appropriate candidate for fast hardware accelerated implementation since the synthesis



64 Chapter 7. Probabilistic BTF Modelling

consists of relatively simple operations. The idea of such an implementation is described
in Section 7.5.1.

7.3.3 Spectral Factorisation

A real data space can be decorrelated only approximately, hence the independent spectral
component modelling approach suffers from some loss of image information, however, this
loss of spectral information is only visible in textures with many substantially different
colours. Spectral factorisation using the Karhunen-Loeve expansion transforms the orig-
inal centered data space Ỹ defined on the rectangular M × N finite lattice I into a new
data space with K-L coordinate axes Ȳ . This new basis consists of the eigenvectors of the
second-order statistical moments matrix (7.1)

Φ = E{ỸrỸ
T
r } (7.1)

where the multiindex r has two components r = {r1, r2}, the first component is row and
the second one column index, respectively. The projection of random vector Ỹr onto the
K-L coordinate system uses the transformation matrix

T = [uT
1 , u

T
2 , . . . , u

T
d ]T (7.2)

which has rows uj that are eigenvectors of the matrix Φ. The number d of eigenvec-
tors depends on the number of spectral bands in the original multispectral data Ỹr (for
applications in RGB colourspace the d = 3). Components of the transformed vector

Ȳr = T Ỹr (7.3)

are mutually uncorrelated and if we assume that they are also Gaussian then they are
independent thus each transformed monospectral factor can be modelled independently of
the remaining spectral factors.

7.3.4 Spatial Factorisation

The spatial factorisation is technique that enables separate modelling of individual fre-
quency components of input image data. So these multi-spectral image data are decom-
posed into a multi-resolution grid and each resolution data are independently modelled by
dedicated MRF model. Each grid resolution represents a single spatial frequency band of
the texture which corresponds to one layer of Gaussian-Laplacian pyramid.

The input multi-spectral image is decomposed into a multi-resolution grid and all

resolution data factors represents the Gaussian pyramid Ÿ
(k)
r of level k. The Gaussian

pyramid Ÿ
(k)
r is a sequence of k images in which each one is a low-pass downsampled

version of its predecessor. Gaussian filter is approximated by the weighting function (FIR
generating kernel) w which is chosen to comply:

separability ws = ŵs1ŵs2

normalisation
∑

i ŵi = 1
symmetry ŵi = ŵ−i

equal contribution ŵ0 = 2ŵ1 (l = 1)
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where l represents size of kernel function and s = {s1, s2} in row and column index in the
kernel.

The equal contribution constraint requires that all nodes at the given level contribute
the same total weight to the nodes at the next higher level. The solution of above constrains
for the reduction factor 3 (2l + 1) is ŵ0 = 0.5, ŵ1 = 0.25, for reduction factor 5 it is
ŵ0 = α, ŵ1 = 0.25− 0.5α where usual choice is α = 0.4.

Figure 7.5: Multiscale texture decomposition into the Gaussian-Laplacian pyramid. The Gaus-
sian, Laplacian and Gaussian-Laplacian pyramids respectively.

The Gaussian pyramid for a reduction factor n (for n = 2 the N ×N image is down-
sampled to N

2 ×
N
2 ) is

Ÿ
(k)
r,i =↓n (Ÿ

(k−1)
•,i ⊗ w) k = 1, 2, . . . , (7.4)

where Ÿ
(0)
•,i = Ȳ•,i , ↓

n denotes down-sampling with reduction factor n and ⊗ is the
convolution operation. Convolution can be substituted using

Ÿ (k)
r =

l
∑

i,j=−l

ŵiŵjŸ
(k−1)
2r+(i,j) . (7.5)

An analysed texture is decomposed into multiple resolutions factors using the Laplacian

pyramid and the intermediary Gaussian pyramid Ÿ
(k)
•,i which is a sequence of images

in which each one is a low-pass down-sampled version of its predecessor. Each level
of Laplacian pyramid generates a single spatial frequency band of the texture and is
independently modelled by its dedicated 2D subspace model (see sections 7.3.7, 7.3.6

and 7.3.5). Such a Laplacian pyramid Ẏ
(k)
r,i contains band-pass components and provides

a good approximation to the Laplacian of the Gaussian kernel. It can be constructed by
differencing single Gaussian pyramid layers:

Ẏ
(k)
r,i = Ÿ

(k)
r,i − ↑

n (Ÿ
(k+1)
•,i ) k = 0, 1, . . . , (7.6)

where ↑n is the up-sampling with an expanding factor n. The example of resulted
Gaussian-Laplacian pyramid is illustrated in Fig. 7.5.
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There are several alternative spatial factorisation approaches to the Gaussian-Laplacian
pyramid available such as a steerable pyramid introduced in [43, 93]. However, this tech-
nique is much slower than the approach proposed above so we did not use it in this thesis.

7.3.5 3D Causal Auto-Regressive Subspace Model

Multi-spectral subspace images are decomposed into a multi-resolution grid and each res-
olution data is modelled independently by independent Gaussian noise driven 3D CAR
MRF model that enable simultaneous modelling of all subspace images.

Let the digitised colour texture Y is indexed on a finite rectangular three-dimensional
N ×M × d underlying lattice I, where N ×M is the image size and d is the number of
spectral bands (i.e., d = 3 for usual colour textures). Let us denote a simplified multiindex
r to having two components r = {r1, r2, r3}. The first component is a row index, the
second one is a column index and the third is a spectral index, respectively.

Ir specifies shape of the contextual neighbourhood (CN) around the actual index
r = {r1, r2, r3}. Causality is fulfilled when all data obtained from CN are known (not
missing pixels). The example of 2D causal and non-causal CN is depicted in Fig. 7.6.

Figure 7.6: The example of 2D causal (a) and non-causal (b) contextual neighbourhood.

From this causal contextual neighbourhood the known data are arranged into a vector:

Xr = [Y T
r−s : ∀{s} ∈ Ic

r ]
T . (7.7)

The (CAR) random field is a family of random variables with a joint probability density
on the set of all possible realisations Y of the M×N×d lattice I, subject to the following
condition:

p(Y |Θ,Σ−1) = (2π)−
d(MN−1)

2 |Σ−1|
(MN−1)

2 (7.8)

exp

{

−
1

2
tr

{

Σ−1
(

−I
ΘT

)T

ṼMN−1

(

−I
ΘT

)

}}

,

where I is identity matrix, Θ is parameter matrix, Σ is covariance matrix of Gaussian
white noise and

Ṽr−1 =

(

ṼY Y (r−1) Ṽ T
XY (r−1)

ṼXY (r−1) ṼXX(r−1)

)

. (7.9)

The used notion is:

ṼXX(r−1) =
r−1
∑

k=1

XkX
T
k ,
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ṼXY (r−1) =
r−1
∑

k=1

XkY
T
k ,

ṼY Y (r−1) =
r−1
∑

k=1

YkY
T
k . (7.10)

Simplified notation r, r− 1, . . . denotes the multispectral process position in I, i.e.,
r = {r1, r2, r3}, r − 1 is the location immediately preceding {r1, r2, r3}, etc. A direction
of movement on the underlying image sub-lattice is common rows scanning. r − 1 =
(r1 −41, r2 −42, r3), r− 2 = (r1 − 241, r2 − 242, r3), . . .. The data from model history
obtained during adaptation are denoted as Y (r−1).

For the sake of proper model adaptation the standard exponential forgetting factor
technique in parameter learning part of the algorithm [35] can be used. This approach
enable to suppress an influence of distant data in model history during parameter estima-
tion step. The exponential forgetting factor is stated by parameter ψ and afterwards the
equations (7.10) become

ṼXX(r−1) = ψ

r−2
∑

k=1

XkX
T
k +Xr−1X

T
r−1 ,

ṼXY (r−1) = ψ

r−2
∑

k=1

XkY
T
k +Xr−1Y

T
r−1 ,

ṼY Y (r−1) = ψ

r−2
∑

k=1

YkY
T
k + Yr−1Y

T
r−1 . (7.11)

The 3D CAR model can be expressed as a stationary causal uncorrelated noise driven
3D autoregressive process:

Yr = ΘXr + er , (7.12)

where Θ is the d× dη parameter matrix

Θ = [A1, . . . , Aη] , (7.13)

and

Ai =









ai
1,1 . . . ai

1,d
...

. . .
...

ai
d,1 . . . ai

d,d









∀i ∈ {1 . . . η} , (7.14)

η = card(Ic
r) , Ic

r is a causal CN, er is a Gaussian white noise vector with zero
mean and a constant but unknown covariance matrix Σ.

Optimal Support Set Estimation

The selection of an appropriate CAR model support is important to obtain good modelling
results. Too small contextual neighbourhood can not capture all details while inclusion
of surplus neighbours add the computational burden and can potentially degrade the
performance of the model as an additional source of noise. The optimal neighbourhood
can be found using the Bayesian decision rule for minimising the average probability of
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decision error. Let us assume a set of CAR models (7.12) M1,M2, . . . which can differ
either in the contextual neighbourhood Ir1,r2,r4 or / and in their exponential forgetting
factor ψ (7.11). The optimal decision rule for minimising the average probability of
decision error chooses the maximum a posterior probability model, i.e., a model whose
conditional probability given the past data is the highest one. The presented algorithm
can be therefore completed [41] as:

Ỹ i
r = Θ̃i,T

r−1Xi,r + ei,r if p(Mi|Y
(r−1)) > p(Mj|Y

(r−1)) ∀j 6= i (7.15)

where Xi,r are data vectors corresponding to I i
r1,r2,r4

. The Following Bayesian framework
used in our paper, choose uniform a priori model in the absence of contrary information,
p(Mi|Y

(t−1)) ∼ p(Y (t−1)|Mi), and assume conditional pixel independence.
Thus the most probable CAR model given past data, the normal-Wishart parameter

prior and the uniform model prior is the model which maximise the statistics [41] is then

p(Mj |Y
(r−1)) = k exp{Dj} , (7.16)

where

Dj = −
d

2
ln |VXX(r−1)| −

β(r)− dη + d+ 1

2
ln |λ(r−1)| +

d2η

2
lnπ

d
∑

i=1

[

lnΓ

(

β(r)− dη + d+ 2− i

2

)

− ln Γ

(

β(0) − dη + d+ 2− i

2

)]

where k is a common constant and Γ(n) is the Euler function. All statistics related to
a model Mj ṼXY (r−1), ṼXX(r−1), are computed from data in Xj,r. The determinant
|VXX(r)| as well as λr can be evaluated recursively see [40].

Parameter Estimation

There are two parameters Θ̂r, Σ̂r to estimate / update in each step, i.e., CN shift on image
lattice. The first one is parameter matrix Θ̂r and the second one is noise covariance matrix
Σ̂r. Because of the model causality the parameter estimations (7.17),(7.18) of the CAR
model using the Bayesian method and the normal-Wishart parameter prior can be found
analytically [40]. The estimate of parameter matrix is

Θ̂T
r−1 = V −1

XX(r−1)VXY (r−1) , (7.17)

while the estimate of process-history-data covariance matrix is

Σ̂r−1 =
λ(r−1)

β(r)
, (7.18)

where
λ(r) = VY Y (r) − V

T
XY (r)V

−1
XX(r)VXY (r) , (7.19)

VXX(r−1) = ṼXX(r−1) + VXX(0) ,

VXY (r−1) = ṼXY (r−1) + VXY (0) ,

VY Y (r−1) = ṼY Y (r−1) + VY Y (0) (7.20)

(7.21)
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and matrices VXX(0), VXY (0), VY Y (0) are the corresponding matrices from the normal-
Wishart parameter prior. The estimates (7.17),(7.18) can be also evaluated recursively if
necessary. Where the β(r) represents number of model movements on image plane:

β(r) = β(0) + r − 1 , (7.22)

β(0) > 1 . (7.23)

Subspace Synthesis

The CAR model synthesis is very simple and the Markov random field can be directly
generated from the model equation (7.12) with respect to CN data vector Xr and param-
eter matrix Θ̂r using a multivariate Gaussian white-noise generator. The fine-resolution
synthetic texture is obtained from the pyramid collapse procedure, which is inverse process
to the spatial factorisation (7.4),(7.6) described in Section 7.3.4.

7.3.6 2D Causal Auto-Regressive Subspace Model

Spectral factorisation (7.3) of multispectral subspace images into individual monospectral
factors allows to use simpler 2D CAR model [37]. These single orthogonal monospectral
factors of subspace image are further decomposed into a multi-resolution grid and each
resolution data are independently modelled by their dedicated independent Gaussian noise
driven autoregressive random field model (CAR) as follows.

The causal autoregressive random field (CAR) is a family of random variables with
a joint probability density on the set of all possible realisations Y of the M ×N lattice
I, subject to following condition:

p(Y | γ, σ−2) = (2πσ2)−
(MN−1)

2 (7.24)

exp

{

−1

2
tr

{

σ−2
(

−α
γT

)T

ṼMN−1

(

−α
γT

)

}}

,

where α is a unit vector, γ is parameter vector, σ is variance of Gaussian white noise and
the following notation is used

Ṽr−1 =

(

ṼY Y (r−1) Ṽ T
XY (r−1)

ṼXY (r−1) ṼXX(r−1)

)

,

where ṼXX(r−1), ṼXY (r−1), ṼY Y (r−1) are matrices defined in (7.10). Similarly to 3D CAR
model we can employ model adaptation by means of exponential forgetting factor tech-
nique according to equation (7.11).

The 2D CAR model can be expressed as a stationary causal uncorrelated noise driven
2D autoregressive process:

Yr = γXr + er , (7.25)

where
γ = [a1, . . . , aη] (7.26)

is the parameter vector, Ic
r is a causal neighbourhood with η = card(I c

r) and er is a white
Gaussian noise with zero mean and a constant but unknown variance σ2 and Xr is a
corresponding vector of Yr−s (see (7.7)).
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Parameters Estimation

Parameter estimation of a CAR model using the maximum likelihood, the least square or
Bayesian methods can be found analytically. The Bayesian parameter estimations of the
causal AR model with the normal-gamma parameter prior which maximise the posterior
density are:

γ̂T
r−1 = V −1

XX(r−1)VXY (r−1) (7.27)

and

σ̂2
r−1 =

λ(r−1)

β(r)
, (7.28)

where

λ(r−1) = VY Y (r−1) − V
T
XY (r−1)V

−1
XX(r−1)VXY (r−1) , (7.29)

VXX(r−1) = ṼXX(r−1) + VXX(0)

VXY (r−1) = ṼXY (r−1) + VXY (0)

VY Y (r−1) = ṼY Y (r−1) + VY Y (0) , (7.30)

β(r) = β(0) + r − 1 (7.31)

and submatrices in VXX(0), VXY (0), VY Y (0) are from normal-gamma parameter prior. The
estimates (7.27) can be also evaluated recursively if necessary.

Subspace Synthesis

The CAR model synthesis is very simple and a causal CAR random field can be directly
generated from the model equation (7.25). Single CAR models synthesise spatial frequency
bands of the texture. Each monospectral fine-resolution component is obtained from
the pyramid collapse procedure (inversion process to (7.4),(7.6)). Finally the resulting
synthesised colour texture is obtained from the set of synthesised monospectral images
using the inverse K-L transformation (7.32).

Ỹr,• = T−1Ȳr,• (7.32)

If a single visualised scene simultaneously contains BTF texture view and angle combi-
nations which are modelled by different probabilistic models (i.e., models supported by
different BTF subspaces) for the same material all such required subspace images are eas-
ily synthesised simultaneously. Simultaneous synthesis allows to avoid difficult subspace
images registration problems.

7.3.7 2D Gaussian-Markov Random Field Subspace Model

Similarly to 2D CAR model the single orthogonal monospectral factors of subspace image
are further decomposed into a multi-resolution grid and each resolution data are inde-
pendently modelled by their dedicated independent Gaussian Markov random field model
(GMRF).
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The Markov random field is a family of random variables with a joint probability den-
sity on the set of all possible realisations Y of the lattice I, subject to following conditions:

p(Y•,i) > 0, ∀Y , (7.33)

and the Markov property:

p(Yr,i |Ys,i : ∀s ∈ I \ {r}) = p(Yr,i |Ys,i : ∀s ∈ Ir,i) , (7.34)

where Ir,i is a contextual support set (CN) of the i-th monospectral field.

If the local conditional density of the MRF model (7.35) is Gaussian, we obtain the
continuous Gaussian Markov random field model (GMRF):

p(Yr,i |Ys,i∀s ∈ Ir,i) = (2πσ2
i )

− 1
2 exp{−

1

2
σ−2

i (Yr,i − µ̃r,i)
2} , (7.35)

where the conditional mean value is

µ̃r,i = E{Yr,i |Ys,i∀s ∈ Ir,i} = µr,i +
∑

s∈Ir,i

as,i(Yr−s,i − µr−s,i) , (7.36)

where µr is a local mean value and σi, as,i ∀s ∈ Ir,i are unknown parameters. The 2D
GMRF model can be expressed as a stationary non-causal correlated noise driven 2D
autoregressive process:

Ỹr,i =
∑

s∈Ir,i

as,iỸr−s,i + er,i (7.37)

where the noise er,i is random variable with zero mean. The er,i noise variables are
mutually correlated

Rei
= E{er,ier−s,i} =







σ2
i if s = (0, 0),
−σ2

i as,i if s ∈ Ir,i,
0 otherwise.

(7.38)

Correlation functions have the symmetry property E{er,ier+s,i} = E{er,i er−s,i} hence
the neighbourhood support set and their associated coefficients have to be symmetric, i.e.
s ∈ Ir,i ⇒ −s ∈ Ir,i and as,i = a−s,i .

Optimal Support Set Selection

The selection of an appropriate GMRF model support is important to obtain good results
in modelling of a given random field. If the contextual neighbourhood is too small it can
not capture all details of the random field. Inclusion of the unnecessary neighbours on the
other hand add the computational burden and can potentially degrade the performance of
the model as an additional source of noise. We use hierarchical neighbourhood system Ir,i,
e.g., the first-order neighbourhood is Ir,i = {r− (0, 1), r + (0, 1), r − (1, 0), r + (1, 0)}, etc.
thus the contextual neighbourhood is symmetric. An optimal neighbourhood is detected
using the correlation method [39] favouring neighbours locations corresponding to large
correlations over those with small correlations.
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Parameter Estimation

The GMRF model does not fulfil causality assumption and mutual dependencies of pixels
in non-causal symmetric contextual neighbourhood (7.38) leads to numerical non-linear
Monte Carlo parameters estimation methods. To avoid this slow iterative estimation
process the individual pixel values in CN are assumed to be conditionally independent and
thus parameters estimation can be performed analytically by means of pseudo-likelihood
or alternatively least-squares estimators. The corresponding pseudo-likelihood estimate
for as parameters has the form

γi = [as,i : ∀s ∈ Ir,i] = [
∑

∀r∈I

XT
r,iXr,i]

−1
∑

∀r∈I

XT
r,iYr,i , (7.39)

where

Xr,i = [Yr−s,i : ∀s ∈ Ir,i] (7.40)

and

σ2
i =

1

MN

MN
∑

r=1

(Yr,i − γiX
T
r,i)

2 . (7.41)

Subspace Synthesis

The non-causal GMRF model generally requires a time consuming iterative Monte Carlo
methods for data synthesis. However, when the input image, i.e., underlying regular
rectangular random field index set, is defined on toroidal image lattice a simpler non-
iterative methods can be employed [33] for a finite lattice GMRF synthesis. The most
effective synthesis method uses the discrete fast Fourier transformation, which somewhat
limits using of this model for fast GPU applications. According to [50] the GMRF can be
generated from

Y•,i = F−1{Ŷ•,i}+ Ui , (7.42)

where Ui the mean vector of the whole filed and Ŷ•,i is generated from the Gaussian
generator N (0, NMSY (r, i)). SY (r, i) is the associated power spectrum [34] and N ×M is
the underlying generated lattice size. Single GMRF models synthesise spatial frequency
bands of the texture. Each monospectral fine-resolution component is obtained from
the pyramid collapse procedure (inversion process to (7.4),(7.6)). Finally the resulting
synthesised multispectral texture is obtained from the set of synthesised monospectral
images using the inverse K-L transformation (7.32) in the same way as in previous 2D
CAR model.

7.4 Results

The results of the proposed probabilistic BTF models are presented in two different ways.
The first one is an approximation of spare set of the original BTF measurements which
are visually compared with their original counterparts. The second one is BTF rendering
on 3D object. The object surface exhibits many different combination of view and illu-
mination directions and show overall behaviour of BTF model while it is compared with
original tiled BTF data.
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7.4.1 Synthesis of Individual BTF Images

The most straightforward way of verification of the proposed BTF model results is a com-
parison of synthesised images with original BTF measurements. In this initial experimen-
tal part we picked up three BTF measurements corresponding to fixed viewing position
(θv, φv) while the illumination elevation angle θi and the illumination azimuthal angle φi

significantly differs: θi = 45o, φi = 0o, θi = 60o, φi = 90o and θi = 75o, φi = 180o (see
Fig. 2.2).

We used three distinct BTF materials from the University of Bonn BTF database
[98] containing regular surface structure: fabric02, foil02 and knitted wool. Additional
test was performed on cushion fabric rough texture measurements from the UTIA texture
database. Figs. 7.7, 7.8, 7.9 and 7.10 shows results of our tests for all proposed prob-
abilistic BTF models: GMRF, 2D CAR and 3D CAR. The upper row in each of these
images illustrates three distinct cutouts from original BTF measurements accompanied by
material range-map estimated by photometric stereo (see Section 5.2.3). The second row
shows corresponding underlying synthesised images for individual MRF models. The third
row shows combination of these synthesised images with the range-map according to light
position by means of displacement mapping technique (see Section 4.3.2). The depicted
synthesised images are encouraging, however, our approach can not handle all effects oc-
curring when an arbitrary real-world material is lit from different directions. E.g., fabric
materials woven from distinct material threads being oriented to different directions. This
combination leads to distinct reflectance properties of the material dependently on a given
surface location. These material attributes can not be reproduced by means of displace-
ment filter and their correct modelling require substantially more complex physical model
of individual mesostructure elements, e.g., woven knits, metal grooves etc. This effect can
be observed for fabric02 material in Fig. 7.7 and cushion fabric in Fig. 7.10. In the first
original image (upper left) for the both materials are visible light areas which were not
correctly reproduced by proposed probabilistic BTF model.

A similar problem occurs for translucent materials. One example of such a material
where the Lambertian assumption does not hold is knitted wool in Fig. 7.9. Mainly the
synthesis of the second image does not correspond to the original and the synthesised
images looks like a rigid surface. In spite of these shortcomings the proposed BTF model
is capable of reliable approximation of many real-world materials. The best model perfor-
mance was obtained for leather. For instance the synthesised results for foil02 material
in Fig. 7.8 are almost visually indistinguishable from their original patterns. However,
since the overall mesostructure appearance is driven by underlying smooth MRF model
the selection of suitable synthesis is very important. Generally we can say, that the more
structured texture is in the synthesised image the less noticeable is the influence of range
information on final BTF image synthesis. This is apparent in 2D CAR model synthesis
in Fig. 7.8 in comparison with GMRF model synthesis. Choosing the optimal model, i.e.,
the corresponding set of parameters, have significant influence on MRF model stability
during synthesis of subspace images. Additionally, in some cases the MRF model pro-
duces synthesised images containing artifacts caused by simplifying causality assumption
(see last 3D CAR model synthesis in Fig. 7.8). This can be avoided by visual inspection
of all synthesised subspace images and using the set of model parameters producing stable
synthesis for all subspace images.
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Original fabric02 BTF measurements
← θi = 45o, φi = 0o ↓ θi = 60o, φi = 90o → θi = 75o, φi = 180o Range-map

GMRF model synthesis, combined with range data (next row)

2D CAR model synthesis, combined with range data (next row)

3D CAR model synthesis, combined with range data (next row)

Figure 7.7: Fabric02 synthesised BTF images obtained using proposed probabilistic BTF models:
GMRF, 2D CAR and 3D CAR respectively compared with corresponding raw BTF measurements
for three distinct illumination directions. Range data were introduced into the models by means
of displacement mapping.
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Original foil02 BTF measurements
← θi = 45o, φi = 0o ↓ θi = 60o, φi = 90o → θi = 75o, φi = 180o Range-map

GMRF model synthesis, combined with range data (next row)

2D CAR model synthesis, combined with range data (next row)

3D CAR model synthesis, combined with range data (next row)

Figure 7.8: Foil02 synthesised BTF images obtained using proposed probabilistic BTF models:
GMRF, 2D CAR and 3D CAR respectively compared with corresponding raw BTF measurements
for three distinct illumination directions. Range data were introduced into the models by means
of displacement mapping.
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Original knitted wool BTF measurements
← θi = 45o, φi = 0o ↓ θi = 60o, φi = 90o → θi = 75o, φi = 180o Range-map

GMRF model synthesis, combined with range data (next row)

2D CAR model synthesis, combined with range data (next row)

3D CAR model synthesis, combined with range data (next row)

Figure 7.9: Knitted wool synthesised BTF images obtained using proposed probabilistic BTF
models: GMRF, 2D CAR and 3D CAR respectively compared with corresponding raw BTF mea-
surements for three distinct illumination directions. Range data were introduced into the models
by means of displacement mapping.
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Original cushion fabric BTF measurements
← θi = 60o, φi = 0o ↓ θi = 60o, φi = 90o → θi = 60o, φi = 180o Range-map

GMRF model synthesis, combined with range data (next row)

Figure 7.10: Cushion fabric synthesised BTF images obtained using proposed probabilistic
GMRF BTF model compared with corresponding raw BTF measurements for three distinct il-
lumination directions. Range data were introduced into the model by means of displacement
mapping.

7.4.2 Rough Texture Model from Spare Set of Textures

The proposed rough texture model can be obtained from several or in extreme case from
one texture image/images as illustrated in this section. However, such a simplification
strictly requires Lambertian surface so only a limited group of materials can be repre-
sented in this way otherwise the results will not correspond to real material reflectance
properties. However, satisfactory rough textures synthesis can be obtained also for slightly
non-Lambertian surfaces as shown in case of three different kinds of leather from UTIA
texture database: white leather, snake leather and cushion leather. Fig. 7.11 shows three
different synthesised rough texture images for different light azimuth compared with the
original texture for each material, its range-map estimate and the 3D CAR model synthe-
sis.

Additionally, Fig. 7.12 depicts sphere covered with two mentioned material (cushion,
snake leather) to provide better demonstration of rough texturing. The rough mate-
rial regular structure was introduced into the model by means of displacement mapping
technique. The ultimate advantage of this model is option of rough texture synthesis of
arbitrary resolution from a spare set of BTF images or in the extreme case from a single
texture image only. The range-map of all three example materials illustrated in Fig. 7.11
was estimated from one image only by means of the shape from shading method described
in Section 5.2.2. The range map was further tiled to produce range image of arbitrary size
so the final storage demands of such a model are approximately 150KB including tiled
range-map and MRF model parameters.
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measurement range-map 2D CAR smooth synthesis

← φi = 0o ↓ φi = 90o → φi = 180o

measurement range-map 3D CAR smooth synthesis

← φi = 0o ↓ φi = 90o → φi = 180o

measurement range-map 3D CAR smooth synthesis

← φi = 0o ↓ φi = 90o → φi = 180o

Figure 7.11: White, cushion and snake leather examples, corresponding estimated range-map,
smooth 3D CAR synthesis and their BTF synthetic results rendered for illumination elevation
angle θi = 60o and azimuth angles φi = 0o, 90o and 180o.
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Figure 7.12: Rough texture rendering example by means of bump mapping technique. Sphere
covered by cushion leather (left) and snake leather (right).

7.4.3 BTF on 3D Objects

We have tested the proposed probabilistic BTF models again on materials from BTF
texture database of the University of Bonn [98] such as corduroy, upholstery, carpet,
knitwear or leather textures and several UTIA BTF measurements. The resolution of
University of Bonn BTF images (800 × 800) is satisfactory for parameters estimation of
proposed MRF models. As a 3D object we used Mercedes Class-C armrest (courtesy
of DaimlerChrysler). The resolution of synthesised texture mapped on this object was
set to 512 × 512. To reproduce all visible structure details, the range and normal maps
were enlarged by means of image tiling method presented in [103]. This method cuts
range and normal tiles according to sub-optimal path search algorithm from raw range
and normal maps estimates. These surface height data are estimated using a photometric
stereo technique in resolution of original BTF measurements. Therefore only several small
image tiles together with the tile index file are stored taking about 100KB in average
dependently on structure of the material. The 3D object is lit by single point-light source
and textures on each polygon for given illumination and view direction are result of BTF
interpolation between the closest BTF measurements available as is described in Section
4.2. Detail description of illumination and view angles computation for arbitrary scene
polygon is given in Section 4.1. Figures 7.13, 7.14, 7.15 and 7.16 illustrate the results of the
proposed probabilistic MRF models for the individual BTF materials from the University
of Bonn compared with the original tiled data mapped on a car armrest 3D model. One
can observe a slightly compromised visual quality of the proposed modelling approach
for translucent and strongly non-Lambertian materials (e.g., fabrics in Figures 7.14 and
7.16). The regular rough structure in Fig. 7.13 was introduced into the model by means
of the parallax bump-mapping (see Section 4.3.1). The results of proposed probabilistic
BTF modelling approach with underlying 2D CAR model mapped on car gearbox are
compared with original tiled BTF data and with results of proposed one-lobe reflectance
model (PLM-C) in Figs. 9.2 and 9.3.

Note that the shown examples of synthesised BTFs are brighter than their original
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Figure 7.13: Original BTF on car armrest for wood01 and wood02 materials (first rows) compared
with results of GMRF, 2D CAR and 3D CAR BTF models respectively. Regular surface structure
introduced by means of bump mapping.
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Figure 7.14: Original BTF on car armrest for fabric01 and fabric02 materials (first rows) com-
pared with results of GMRF, 2D CAR and 3D CAR BTF models respectively. Regular surface
structure introduced by means of bump mapping.
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Figure 7.15: Original BTF on car armrest for foil01 and foil02 materials (first rows) compared
with results of GMRF, 2D CAR and 3D CAR BTF models respectively. Regular surface structure
introduced by means of bump mapping.
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Figure 7.16: Original BTF on car armrest for leather02 and wool materials (first rows) compared
with results of GMRF, 2D CAR and 3D CAR BTF models respectively. Regular surface structure
introduced by means of bump mapping.
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counterpart (first row). This is caused by additional ambient lighting which was necessary
for bump mapping to work. The original tiled BTF data in the first row are interpolated
on individual polygons without any additional lighting which is, however, important to
produce shadows of objects in scene etc.

The comparison of smooth texture, only enhanced by bump mapping, with results
of the proposed 3D MRF BTF model for all eight tested materials is shown in Figures
A.1 and A.2. The first column shows combination of smooth albedo texture combined
with bump mapping only while the second and third columns represent the proposed BTF
synthesis mapped on a cylinder and lit from two distinct positions.

7.5 MRF BTF Model Fast Implementation Issues

The fast implementation of the synthesis part of the proposed BTF model based on un-
derlying MRF model can be performed with hardware support of contemporary low-end
graphics card. This equipment enable to run user defined fragment and vertex programs
directly in GPU avoiding bandwidth problems caused by huge data transfer between GPU
and CPU and enabling significant increase of computational performance.

The most appropriate candidate for such an implementation from MRF BTF models
presented in this chapter is the BTF model with underlying 2D CAR texture model. This
approach enables factorisation of subspace synthesis into synthesis of individual monospec-
tral planes. The synthesis of remaining models requires either relatively slow FFT (GMRF
model) or involves simultaneous evaluation of high number of models parameters (3D CAR
model).

A fast hardware implementation of chosen 2D CAR BTF model requires three main
steps. The first one is synthesis of individual subspace images, the second one is interpo-
lation of synthesised images with respect to actual view and illumination direction while
the third step handles the bump-mapping of a rough material structure.

7.5.1 Synthesis of BTF Subspace Images

The synthesis of subspace images requires several operations to be performed for each
individual image plane. The first one is subsequent image generation according to the 2D
CAR model parameters with respect to a white-noise generator. In this way all layers
of multiresolution pyramid (at most 3) are generated and finally blended together. The
noise generator can be represented by means of the float-point texture for fixed image-
size applications or it can be implemented in GPU as well. Finally, every vector of RGB
pixels of each subspace image is multiplied by the inverse Karhunen-Loeve 3 × 3 matrix
to preserve original colour correlations. According to the schema in Fig. 7.17, the input
of the fragment CG program for one subspace image reconstruction is a set of the CAR
model parametric vectors of the length 3 and the inverse K-L matrix of size 3 × 3. The
usual number of model parameter vectors np varies between 6 and 18 depending on the
size of model’s contextual neighbourhood. The output of the program is the synthetic
colour BTF image.

All these computations can be efficiently performed using CG fragment programs and
rendering-to-texture technique taking advance of contemporary graphics hardware. The
CPU synthesis of all subspace images takes at most several seconds in average on Athlon
1.9GHz as shown in Tab. 7.1. Obviously any hardware implementation can considerably
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Table 7.1: The synthesis time of 15 BTF subspace images (512×512) using proposed MRF BTF
models on Athlon 1.9GHz.

No. of G-L pyramid planes / CN size 3D CAR 2D CAR GMRF

1 / 2 5.9 s 3.3 s 16.2 s
3 / 2 8.0 s 3.9 s 19.4 s

speed up this process to enable synthesis at interactive frame rates. Subspace synthesis

Figure 7.17: Fast subspace synthesis scheme.

is performed only once for the first time when the corresponding material appears on
the scene so this part does not later require any additional computation during an online
rendering. So the numerical efficiency of whole rendering depends mainly on the efficiency
of following two implementation steps and on GPU attributes.

7.5.2 BTF Interpolation

Due to relatively sparse measurement of the original BTF data space, the replacement
of unmeasured BTF data with the nearest available illumination and view directions of-
ten produces significant seams visible on the surface of textured object. This problem
occurs when the BTF data are used either for raw data mapping or learning the BTF
texture synthesis model according to the cluster index. These artifacts were considerably
suppressed when an interpolation scheme based on barycentric coordinates was applied
(see Section 4.2). The three closest BTF measurements, in sense of vector Euclidean dis-
tance on hemisphere, containing individual measurements points are found for the given
view and illumination directions. The resulting barycentric weights are computed for both
three closest view and illumination directions. By multiplication of view and illumination
weights we obtain the nine weights corresponding to nine synthesised images which are
picked up with respect to cluster index file and combined by means of multitexturing or
fragment programs.

7.5.3 Surface Height Simulation

There are variety on bump-mapping GPU implementations presented so far. In our case
we have used the parallax bump mapping presented in [118]. This method enables fast
bump-mapping effects by means of simple vertex and fragment programs. It approximates
correct appearance of rough surfaces by modifying the texture coordinate for each pixel
with no extra polygon requirements using only surface range a normal maps. These maps
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are obtained from BTF measurements using the photometric stereo (see Section 5.2.3)
and arbitrarily enlarged by image-tiling technique computed in accordance with [103] (see
Section 8.3.1). Thus only a few range/normal-map tiles have to be stored together with
the corresponding tile-index.



Chapter 8

BTF Modelling Using Reflectance

Models

Reflectance models are mostly introduced as parametric functions representing amount of
energy reflected by a material dependently on illumination and view direction with respect
to a surface normal (see Fig. 2.2). If we are able to fit a parameters of such a model to all
characteristic features of the original material reflectance and if they are fitted correctly,
then the model can produce reflectance values which are indiscernible from those of the
original material.

The simplest reflectance model is the Lambertian model, representing material with
constant reflectance function for arbitrary view direction. Unfortunately such assumption
for most of the materials does not hold due to their variable reflectance values for different
view directions. Several reflectance models have been applied in the computer graphics in
the past. These models are discussed in Chapter 2.

Most of BRDF models presented in Chapter 2 can be extended to BTF modelling
using dedicated pixel-wise BRDF (i.e., ABRDF) models for each planar BTF positions.
Thus in this case modelling of the BTF image for a given illumination and view direction
consists of pixel-wise computation of the corresponding reflectance values from the model
parameters estimated in a preceding offline phase.

For the purpose of fast BRDF rendering in graphics hardware the Lafortune model
[63] became popular, because it enables relative easy and fast evaluation, compact BRDF
representation and physical plausibility.

8.1 Lafortune Model

Monospectral BRDF is a four-dimensional function depending on a local viewing (ωv) and
illumination (ωi) direction where

ωi(θi, φi) =
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(8.1)
For multispectral modelling three different BRDFs are used for the individual spectral
channels. BRDF usually represented as a 4D table involves storing large amount of data
so some way of BRDF space parametrisation is inevitable.

87
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For parametrisation of BRDF in the scope of this thesis we have developed the gen-
eralisation of Lafortune reflectance model because of its efficient and compact reflectance
representation. Moreover, the simplicity of this model enables its application in real-time
rendering algorithms implemented directly in contemporary graphics hardware.

The Lafortune model [63] provides a physically correct BRDF approximation using set
of reflectance lobes. The model is a generalisation of the original cosine model:

Yi,v = ρK cosn α (8.2)

where α is the angle between the view direction ωv and the mirror direction of the illumi-
nation direction ωi, denoted by ωm and K is the normalisation factor enforcing maximum
lobe albedo ρ into a value between 0 and 1. The cosine part of the model can be written
as a dot product

Yi,v = ρK[ωmωv]
n (8.3)

and the mirroring around the normal n can be written using a Householder matrix

Yi,v = ρK[ωT
i (2nnT − I)ωv]

n . (8.4)

The model can be generalised by replacing the Householder matrix and normalisation
factor K by a general 3× 3 matrix M according to

Yi,v = ρ[ωT
i Mωv]

n . (8.5)

In order to obtain the reciprocal reflectance function (the same reflectance value if positions
of light and camera are swapped) the matrix has to be symmetrical M = MT . When
a singular value decomposition of matrix M is applied we obtain QTDQ where Q is
transformation matrix into the new orthogonal coordinate system. In this new system
the matrix M simplifies to the diagonal matrix D. In this situation the axes are aligned
to the normal and to the principal directions of anisotropy. The diagonal matrix can be
assumed to be composed of the weights of individual terms of the dot-product ωi · ωv as
it is shown in the following statement of the Lafortune reflectance model:

Yi,v = ρ[ωT
i Dωv]

n = ρ(Dxuxvx +Dyuyvy +Dzuzvz)
n . (8.6)

The model can be extended to nl reflectance lobes to be able to fit the complex reflectance
functions as follows

Yi,v =
nl
∑

k=1

ρk[ω
T
i Dkωv]

n =
nl
∑

k=1

ρk(Dx,kuxvx +Dy,kuyvy +Dz,kuzvz)
nk . (8.7)

The representation using this model (8.7) is compact and relatively memory efficient since
each reflectance lobe is determined by means of only five parameters ρ,Dx, Dy, Dz, n. The
model is able to handle noisy data and even in case when data are sparse the model
provides their correct interpolation. The obtained reflectance functions are physically
plausible, inherently reciprocal and they satisfy the rule of energy-conservation. Moreover,
the individual spectral channels of reflectance data can be modelled separately.

These properties and the simplicity make this model suitable for the fast BTF rendering
algorithms implementable directly in graphics hardware. The following section explains
the way of employing of the described Lafortune model for this task.
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8.2 Sample-Size Lafortune BTF Model

Monospectral BTF is a six-dimensional function whose correct modelling involves either
very complex and computationally demanding model or some kind of data factorisation
into lower-dimensional data spaces where simpler models can be used. Actually, the
six-dimensional BTF can be considered a spatially varying four-dimensional “apparent”
BRDF (ABRDF). This fact enables the modelling of these per-pixel ABRDFs by dedicated
Lafortune models as proved in [75], [19] and [78]. If all measured reflectance values are
used as input data for a BRDF model (see [75] and [59]) then the results are unsatisfactory
especially in the case of rough textures. The reason for this is a self-occlusion effect in
BTF images of a rough materials where some parts of the material are occluded especially
for high grazing angles and as a result individual pixels in the rectified BTF images do not
correspond to the unique planar position on the material surface. Therefore the only way
to obtain a real pixel-wise registration of BRDFs is to model only the individual reflectance
field R, i.e., ni images taken for a fixed view and varying illumination direction. So for
each of nv reflectance fields Rv the parameters of the Lafortune model are computed for
every BTF planar position. This procedure is done separately for all RGB colour channels.
As the parameter computation is independent of the view direction ωv (which is fixed for
a given reflectance field) the model equation becomes

Yi,v(r) =
nl
∑

k=1

ρv,k(r)[ω
T
i Dv,k(r)]

nv,k(r) = (8.8)

=
nl
∑

k=1

ρv,k(r)(Dv,x,k(r)ux +Dv,y,k(r)uy +Dv,z,k(r)uz)
nv,k(r) , (8.9)

(8.10)

where ωi(θi, φi) = [ux, uy, uz ]
T is a unit vector pointing to light and parametrised by

the illumination elevation and azimuthal angles [θi, φi] respectively (see Fig. 2.2). As
a reflectance data the set of pixels Rv(r1, r2, r3, ωi) is considered, where i = 1, ..., ni is the
illumination position index and v is the actual view position index ranging from 1 to nv.
A multiindex r = {r1, r2, r3} represents the planar horizontal, vertical and spectral index
in the BTF image respectively.

The individual colour reflectance fields Rv are represented by means of nl sets of five
floating point parametric images corresponding to the model parameters ρ,Dx, Dy, Dz , n

respectively. This is still relative large amount of data in comparison with the 81 original
images particularly when more than one reflectance lobe is used. In addition the parameter
fitting for several lobes is underconstrained, time consuming problem and as a result
the estimation is often numerically unstable. For these reasons we decided to use only
simplified one-lobe variant of the Lafortune reflectance model (LM):

Yi,v(r) = ρv(r)[ω
T
i Dv(r)]

n(r) = ρv(r)(Dv,x(r)ux +Dv,y(r)uy +Dv,z(r)uz)
n(r) (8.11)

The representation of BTF by means of one-lobe LM with five parameters involves
storing of 5× nv = 405 floating point colour parametric images instead of 81× 81 = 6561
original BTF images.
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8.2.1 Non-Linear Estimation of Model Parameters

For every planar position (r1, r2) in the estimated BTF image one model is used, so for
each view direction from the BTF database we have to estimate N ×N models for each
spectral channel. The model parameters are estimated using Levenberg-Marquardt non-
linear estimation technique as described in [94]. The Levenberg-Marquardt method is
a “single-shot” method which attempts to find the local fit-statistic minimum nearest
to the initialising point. Its principal advantage is that it uses information about the
first and second derivatives of the fit-statistic as a function of the estimated parameter
values to guess the location of the fit-statistic minimum. It will not work reasonably well
with complex statistic surfaces. Apart from that there is no guarantee to find the global
fit-statistic minimum.

In practical experiments including estimation of model parameters for every view direc-
tion contained in the BTF database, it turned out that the fitting quality of the optimised
model parameters strongly depends on their initial value. When the initial values were
manually tuned and fixed for all computed models then in the estimated BTF images
appeared isolated dots with completely different spectral values than those expected from
the original. This situation is illustrated in Fig. 8.1-b in comparison with the original BTF
image Fig. 8.1-a. To overcome this problem the parameter estimation process was split
in two separate steps. In the first step the parameters of the model are fitted to manually
tuned initial values. The correct initial values for the following second estimation step
are finally obtained as median of parameter values over all models in Rv. Results of such
a correct parameter initialisation is depicted in Fig. 8.1-c.

a) b) c) a) b) c)

Figure 8.1: Example how the improper initial values of model parameters influence the restored
BTF image quality for two different materials. The first image is an original (a), the second one
is a result based on the estimated model parameters with wrong initial values (b) and the third
image illustrates the result with the correctly set initial values (c).

8.2.2 Proposed Polynomial Extension of the Lafortune Model

The one-lobe Lafortune model needs to store considerably lower number of parameters
than the nl-lobes model. However, one can assume that the performance of such a sim-
plified model on reflectance data would not be satisfactory. In our experiments testing it
became obvious that the reflectance function approximation by one-lobe LM is erroneous
especially in cases of complex BRDF when the reflectance values strongly depend on the
illumination direction. This situation is most apparent at higher grazing angles when the
light shines from direction opposite to camera which causes significant specular reflec-
tions. The problem of one-lobe LM fitting to original data is illustrated in Fig. 8.2. We
computed BRDF for BTF images of knitted wool material from Rv − θv = 60o, φv = 54o

as an average RGB value in a window of size 20 × 20 (solid line) and compared it with
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BRDF obtained in the same way from estimated BTF images corresponding to the same
Rv (dashed line). From the results we conclude that the used one-lobe model is not able
to follow such steep changes of reflectance function, which are present in almost all natural
materials. The significance of this one-lobe model error considerably depends on prop-
erties of individual material sample and on the actual viewing direction. Generalisation

Figure 8.2: Comparison of the original BRDF (solid line) and BRDF approximated by one-lobe
Lafortune model (LM) (blue,dashed line) for knitted wool material for Rv − θv = 60o, φv = 54o.

of the Lafortune model with additional reflectance lobes improves its performance, how-
ever, such a model still fails at grazing angles where the considerable difference between
original and estimated reflectance values persists. In addition the nl lobes model implies
undesirable increase of nl-times more parameters to be stored. Moreover, the lobes-fitting
procedure is then more complex and time consuming. Even the general Lafortune model
with all the parameters in the parameter matrix M (not only the diagonal or symmetric
ones) did not significantly suppress the undesirable artifacts.

Figure 8.3: Procedure of polynomial coefficients computation.

In order to improve the low fitting accuracy of the described one-lobe model we in-
troduced its polynomial extension [27]. This method is based on a histogram matching
technique [31] adopted and extended for BTF data and polynomial fitting as illustrated
on the scheme in Fig. 8.3. At the beginning the image histograms in all spectral channels
are computed for both the original and the one-lobe LM approximation of every BTF
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image. From these histograms we compute the cumulative histograms. These histograms
represent the inputs of the algorithm Alg. 4 which computes the coefficients for the poly-
nomial mapping of grayscale levels of the LM estimated image to the original one. The
algorithm is based on histogram matching of both images so that the histogram of the LM
estimated image is fitted with respect to the original BTF image. The resulting mapping
between both cumulative histograms is approximated by polynomial using least squares
fitting scheme.

The resulting polynomial coefficients ar3,v,i,j are stored for individual colour channels
of every BTF image. The proposed polynomial extension of the one-lobe Lafortune model
(PLM) using coefficients ar3,v,i,j can be described by following equation

Ỹi,v(r) =Mr3,v,i(Yi,v(r)) =

np
∑

j=0

ar3,v,i,jYi,v(r)
j (8.12)

which results in a novel model expressed by the following formula:

Ỹi,v(r) =

np
∑

j=0

ar3,v,i,j[ρv(r)(ω
T
i Dv(r))

nv(r)]j . (8.13)

Here ar3,v,i,j are polynomial parameters specifying the mapping functionMr3,v,i between
the histogram values of the image Yi,v(r) (synthesised from one-lobe model parameters)
and the original BTF image and (np − 1) is a rank of this polynomial. The parameters
ar3,v,i,j are estimated by least squares fitting on the original 8 bits quantised mapping
function. We obtained satisfactory results already with np = 5.

Algorithm 4: Mapping function coefficients computation

1. Input: Cumulative histograms of the original BTF image and its one-lobe LM
estimate

2. i = 0, j = 0

3. WHILE (j ≤ 255)

(a) WHILE (histCumuLM [i] ≤ histCumuOrig[j])

i. M[i] = j

ii. i = i+ 1

(b) j = j + 1

4. Fit 5-order polynomial to M using Least Squares method.

5. Output: Polynomial coefficients aj , j = 0 . . . np representing mapping functionM.

Finally for each BTF image we have to store fifteen additional float polynomial parameters
(five float numbers for each colour channel). The number of these parameters stored
within each BTF image is negligible in comparison to the number of one-lobe Lafortune
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model parameters stored for each image pixel. The extended model involves only several
additional linear operations which can be possibly implemented in contemporary graphical
hardware. Moreover, the results of the proposed polynomial extension of one-lobe model
are encouraging as it is shown, e.g., in the shape of reflectance lobe which is compared
with original measured BRDF lobe and lobe estimated by one-lobe model only in pixel
(r1 = 13, r2 = 3) of knitted wool as illustrated in Fig. 8.4. More thorough comparison of
model performance is provided in the following sections.

a) b) c)

Figure 8.4: Reflectance lobes in pixel (r1 = 13, r2 = 3) of knitted wool and illumination angles
θi = 75o, φi = 54o. Original reflectance lobe (a), approximated by the one-lobe LM (b) and by the
proposed PLM (c).

8.2.3 Results of Sample-Size Reflectance Models

In order to verify the considered reflectance models we performed extensive experiments
using eight BTFs provided by University of Bonn [98]. The LM parametric images were
estimated for all 81 surface reflectance fields Rv, v = 1 . . . nv as well as the polynomial
coefficients corresponding to the histogram matching mapping functionsMr3,v,i. All BTF
images were synthesised by means of the estimated parameters. For all materials the
synthesised BTF images based on the one-lobe LM were compared with the BTF synthesis
using the proposed PLM.

For the sake of the BTF results comparison the standard mean average error (MAE)
between original data (Y ) and estimated data (Ŷ ) was used (8.14).

The mean average error for one BTF image is given by

Ev(i) =
1

255ν

∑

∀r1,r2,r3∈Y

|Y (r1, r2, r3, v, i) − Ŷ (r1, r2, r3, v, i)|, (8.14)

where r1, r2, r3 represent the planar horizontal, vertical and spectral index respectively in
BTF the image with resolution ν = Nx × Ny and i is the illumination position index in
Rv. For computation of the average error for all estimated images from Rv we used the
formula

Ev =
1

ni

ni
∑

i=1

Ev(i) , (8.15)

where ni is the number of images included in Rv.
Graphs in Fig. 8.5 demonstrate the performance in terms of MAE for both methods

(LM depicted as blue curve and PLM depicted as red curve) on the whole BTF, i.e., for all
81 reflectance fields Rv along x axis, for eight different materials from the Bonn University
BTF database. Individual reflectance fields are ordered according to camera position
circular movement from top to bottom of a hemisphere above the observed material as
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Figure 8.5: The mean average error (MAE) (according the equation (8.15)) of one-lobe lafortune
model (LM – blue line) and its polynomial extension (PLM – red line) for all 81 reflectance fields
of eight different BTFs: fabric01, fabric02, foil01, foil02, wool, leather02, wood01 and wood02
respectively.
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illustrated in Fig. 2.3. Similarly, the overall MAE errors computed as average value of Ev

for all reflectance fields and spectral channels of individual BTFs are figured in Tab. 8.1.
From the first two columns of the table it is apparent that the proposed polynomial
extension of one-lobe Lafortune model (PLM) yields considerably lower MAE values in
comparison with one-lobe model. At the same time, the storage space required by the
proposed model is maximally 5% higher in comparison with one-lobe Lafortune model.
This small increase is caused by storing of fifteen additional polynomial coefficients for
every BTF image.

Table 8.1: The MAE (according to the equation 8.15) of the synthesised BTFs for one-lobe
Lafortune model (LM), its polynomial extension (PLM) and clustered polynomial extension (PLM-
C) for different materials.

Mean Average Error

material LM PLM PLM-C

wool 0.058 0.037 0.038

proposte 0.054 0.052 -

fabric01 0.058 0.036 0.038

fabric02 0.053 0.032 0.033

foil01 0.067 0.021 0.023

foil02 0.048 0.020 0.023

leather02 0.032 0.018 0.021

wood01 0.047 0.030 0.031

wood02 0.058 0.035 0.038

Fig. 8.6 shows the results for several BTF images from two different reflectance fields
Rv. The upper row represents the original BTF images, the middle row shows the corre-
sponding synthesised images by means of one-lobe LM while the bottom row represents
the results of the proposed PLM.

From these images it is apparent that the proposed method offers both better approx-
imation of colour hues than one-lobe LM and increased contrast of the estimated BTF
images. This is due to stretching the histograms which results in the increased contrast,
i.e., the increased distance of individual colour levels. This makes possible to recognise,
e.g., two neighbouring colour levels perceived as one colour hue in one-lobe LM. The next
application example of the proposed model is given in Fig. 8.7. The figure shows how the
averaged BRDF computed by the proposed polynomial extension (dash-dot line) follows
the original average BRDF (solid line) for reflectance field Rv − θv = 60o, φv = 54o of
the knitted wool material. From the figure it is apparent that the original BRDF data
fitting based on the proposed method is much more accurate in comparison with the
unsatisfactory results of the one-lobe Lafortune model.

8.2.4 Compression of Lafortune Parametric Images

Using the polynomial extension of Lafortune model described above we were able to achieve
the maximal compression ratio of a real BTF data about 1

20 depending on the resolution
of parametric images. Unfortunately even this compression implies the necessity to store
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Rv − θv = 60o, φv = 54o
Rv − θv = 75o, φv = 60o
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Figure 8.6: Synthesised BTF examples for knitted wool and proposte materials respectively. The
first row describes mutual position of light (empty circle) and camera (filled circle) above the
sample, the second row shows original raw BTF data. The third row shows results of one-lobe LM
on registered BTF data and finally the fourth row illustrates results of proposed PLM.

Figure 8.7: Comparison of the original BRDF (solid line), the BRDF approximated by one-
lobe Lafortune model (LM) (blue,dashed line) and finally the BRDF approximated by proposed
polynomial extension (PLM) (red,dash-dot line) for knitted wool material for Rv − θv = 60o, φv =
54o.

several hundreds megabytes of data per one material. The data resolution to be stored
depends mainly on the homogeneity of material, i.e., for materials with regular texture
pattern, as for example fabrics, the required size of parameter images is rather small in
comparison with the materials containing large, irregular patterns as for example leather,
wood, etc.

Using further extension of the proposed BTF reflectance model we can even reduce the
space required for the storage of model parameters while the computational costs increase
only slightly and the visual quality is almost the same. The extension consists in the
segmentation of the individual reflectance field image data to obtain the corresponding
clusters in parametric images. Finally only a cluster index and model parameters cor-
responding to the individual clusters are saved for each RGB spectrum. The number of
clusters for each spectrum is set to 256 to enable reproduction of 256 different grayscale
levels. Thus the theoretical number of colour hues within this setup is 2563 = 16777216.
Actually the number of clusters can be increased arbitrarily, while for BTF tiles segmen-
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tation purposes the computationally reasonable number is less than 1000.
The whole LM parameter segmentation procedure works as follows. At the beginning

the K-means segmentation algorithm (Alg. 3 in Section 6.1.4) is employed using pixels
from all 81 images corresponding to actual reflectance field Rv as data features. Note that
the segmentation cannot be performed on the model parametric feature space containing
directly model parameters as these individual parameters have strong non-linear impact
on the restored pixel value and any general weights cannot be attached to them.

The K-means segmentation process is computationally very demanding and the seg-
mentation of relatively small parametric images of resolution 256×256 for all 81 reflectance
fields takes several hours. The segmentation can be significantly speed up for example by
means of modified K-means algorithm described in [61]. This method exploits random
sampling and enable time complexity linear in the size of the input.

During model synthesis in a particular pixel the corresponding cluster with the model
parameters is obtained according to number at pixel coordinates in cluster index look-
up file. These model parameters are found for each colour channel and the pixel value is
figured out. Using this approach the storage size of model parameters reduces considerably
since only one colour parametric look-up image and several cluster parameters have to be
stored.

Choosing the Reflectance Field Subset

Unfortunately the size of pixel reflectance data features (3×81) is too big for segmentation
of large parametric images which results to many hours of computation for each reflectance
field. To avoid this exhaustive computational demands only a constrained set of images
from those 81 in reflectance field are included into a data feature vector. To choose an
appropriate subset of images bearing the most information of whole set we used an algo-
rithm based on the Kullback-Leiber distance [60] of two different histogram distributions
P,Q

dKL(P,Q) =
256
∑

i=1

P (i) log
P (i)

Q(i)
. (8.16)

However, the Kullback-Leiber divergence is non-symmetric and it is sensitive to histogram
binning. For this reason we have used its modification called Jeffrey divergence [95] which
is represented by the following equation

dJ(P,Q) =
256
∑

i=1

(

P (i) log
P (i)

M(i)
+Q(i) log

Q(i)

M(i)

)

(8.17)

where M(i) = P (i)+Q(i)
2 . This divergence is numerically stable, symmetric and robust with

respect to noise and the size of histograms bins in comparison with previous one.

The algorithm choosing a subset of the most different images (nmax) from reflectance
field Rv is described in Alg. 5. Basically a new image for the subset S is taken as an
image with the minimal distance dJ to all images already included in S.

BTF Image Synthesis

When the segmentation is finished we obtain cluster indices Iv(r1, r2, r3) for the individual
colour spectra r3 of each reflectance field Rv. Cluster indices are stored in form of colour
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Algorithm 5: Choosing a subset S of nmax images from the reflectance field Rv

1. Compute normalised histograms Hi, i = 1, . . . . , 81 for all 81 images.

2. Add first image corresponding to (θi = 0o, φi = 0o) into S.

3. FOR n= 1 → nmax

(a) Compute minimal Jeffrey divergence for all images in S to all 81 images in
reflectance field R and choose such j∗-th image histogram from R for which
the computed divergence is maximal:

j∗ = argj

{

max
i=1,...,n

[

min
j=1,...,81

dJ(Hi,Hj)

]}

(b) Add j∗-th image into S.

4. From nmax images contained in S are built up the data features for segmentation.

images of original parameter images resolution, i.e., in each colour channel we store the
corresponding cluster index. An important product of segmentation is the table containing
individual cluster centers Kv(c) where c is the cluster index. For each cluster five LM
parameters are stored for individual colour channel. The number of these clusters in our
implementation was fixed to 256 for all colour channels.

The final synthesis is straightforward. The parameters ρ,DX , DY , DY and n of the
original model (8.19) are computed as

ρ(r)v = Kv,1(Iv(r)) (8.18)

D(r)v,X = Kv,2(Iv(r))

D(r)v,Y = Kv,3(Iv(r))

D(r)v,Z = Kv,4(Iv(r))

n(r)v = Kv,5(Iv(r)) .

When the parameters are known the computation of the polynomial expansion of Lafortune
model is the same according to the equation

Ŷi,v(r) =

np
∑

j=0

ar3,v,i,j[ρv(r)(ω
T
i Dv(r))nv(r)]j . (8.19)

We refer to this clustered polynomial extension of the Lafortune Reflectance model as
PLM-C in the following text. The synthesis based on the described approach is quite
fast, requiring the look-up index tables only which can be implemented using standard
OpenGL features. Besides, the storage size of LM parameters is reduced considerably as it
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is figured out in the fifth column of Tab. 8.2. Thus by means of this method we are able to
achieve the average BTF data compression ratio more than 1

100 , while the computational
expenses are almost the same. Moreover, the graphical hardware can take advance of
this compact model size to reduce the amount of data loaded to GPU memory. This
advantage may become more apparent primarily for VR scenes containing objects covered
with many different materials which appear and disappear during scene observation. The
average MAE for all reflectance fields of PLM-C remains almost on the same level as for
non-clustered variant of PLM as it is apparent from the last column in Tab. 8.1.

8.2.5 BTF Data Interpolation

Chapter 4 describes the basic approaches concerning BTF rendering and interpolation.
As it was mentioned the correct raw BTF interpolation involves at least nine BTF images
which correspond to permutation of three different view and three different illumination
positions. The proposed polynomial extension of Lafortune reflectance model have the
same requirements since the polynomial fitting is performed according to angular resolu-
tion of the BTF data set. However, the nature of Lafortune model enables to compute
the reflectance smoothly for arbitrary illumination position. To take advantage of this
smooth property of the proposed model the mapping functions computed for given illumi-
nation and view angles have to be properly interpolated with respect to actual illumination
position. For the sake of this interpolation we utilised barycentric coordinates as interpo-
lation weights between the three closest illumination positions. The barycentric weights
are obtained proportionally to triangle areas using the method described in Chapter 4.
Additionally, interpolation of the corresponding mapping functions enables us to use only
three different BTF images (corresponding to the three closest view positions) for final
interpolation so the whole BTF rendering speeds up three times. In Fig. 8.8 is shown an
example of rendering of wood02 material using all nine images (left) in contrast with the
three images interpolation only (right). There is an obvious difference between these two
images especially for high elevation illumination angles (i.e., ti > 75o) where the texture
becomes darker due to incorrect interpolation. The reason for these problems is interpo-
lation of those angles which do not correspond to the actual illumination position. Thus
the BTF extrapolation for higher elevation illumination angles would be more appropri-
ate approach. An overview of results of view angles interpolation for all tested materials
compared to original BTF data is given in Fig. B.1.

8.3 Unrestricted Resolution BTF Reflectance Model

The size of the raw BTF measurement is always constrained by the size of material sample
and by the resolution of the measurement device. However, to cover large objects in VR the
method for BTF enlargement is necessary. There are several methods on this topic avail-
able mainly in computer graphics. One of them is based on intelligent sampling technique
[70], which produces synthesised BTF images according to specific samples from sparse set
of original BTF measurements in combination with synthetic image obtained by means of
a range-map. The second approach combines texture-synthesis using mathematical mod-
els based either on Gaussian-Markov random fields [36] or on multi-dimensional causal
auto-regressive model [38] of the original BTF image with estimated range-map. The
most often approaches to BTF enlargement are based on different extensions of intelligent
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Figure 8.8: BTF data interpolation using the proposed PML model of wood02 material. Full
9-images interpolation of both view and illumination position (left) and 3-images interpolation of
view position only (right).

sampling techniques [24, 25, 11, 62, 85]. These methods produce set of image/parametric
tiles and the resulted image is obtained as a combination of these tiles. In the context of
this thesis two approaches are suggested:

• Image tiling based on generation of set of LM parametric tiles. The large image
is a simple combination of these tiles fulfilling certain constraints. This method
cannot produce colour values not present in the original image and cannot reproduce
texture elements with lower spatial frequencies than those corresponding to the tile
resolution.

• Image modelling based on Markov random field (MRF) models. These models
may generate texture image of arbitrary size while only few parameters have to
be stored. On the other hand a quality of these models can be compromised in
comparison with image tiling mainly for materials with regular pattern which cannot
be easily reproduced by means of these stochastic-based models.

Both these methods can be extended to enable the enlargement of reflectance model pa-
rameters instead of ordinary colour image as it is explained in Sections 8.3.1 and 8.3.2.

8.3.1 Reflectance Model Parametric-Plane Tiling

Some form of tiling the model parameter planes is inevitable when a large object is to
be covered by BTF. A simple seamless one-tile repetition does not provide satisfactory
results mainly for non-regular textures where certain pattern occurs on the same position
subsequently. Thus to obtain more realistic results we need more than one tile per texture
to support the visual variability of generated images. There is a variety of image-based
texture synthesis methods published recently [24, 11]. In this thesis we use the image
tiling method based on the image stitching introduced in [103]. The idea of stitching is
based on the minimum error boundary cut, as used in the image quilting algorithm [24].
The stitching procedure is demonstrated in Fig. 8.9.

Let us assume that each oriented stitch is created between two equally sized overlapping
image regions: a source and a target. Creating such stitch can be imagined as attaching
a cropped part of source to target (Fig. 8.9). To make the transition between two images
as invisible as possible the source (i.e., the tile surrounding) is cropped from along the



8.3: Unrestricted Resolution BTF Reflectance Model 101

��������� 	�
�� ���� ���
����� ������	�


� � ������� ��� �����
����� ����
�	���

� 	�� ����
� ��	��������� ��� �
!���� ��"���� ���

� 	�� ���
� ��	�����	� � ���

!���� ��"���� ���
!#��� � "��

Figure 8.9: Image stitching. The source image is cropped from
the right along the minimum error path and placed over the target
background image.

Figure 8.10: Simpli-
fied path representation
model. Each row contains
one control point (black
dot) and complementary
points (crossed dots).

minimum error path before attaching to target (i.e., the tile content). The minimum
error path is constructed to lead through the error map (8.20) which represents the visual
difference between source and target for each pixel of the overlapping region w × h.

E[i, j] = d(IS [i, j], IT [i, j]), i = 1, . . . , w j = 1, . . . , h (8.20)

where d(., .) is the Euclidian distance of two pixel colour values. Each error path is
represented unambiguously by a sequence of control points c, one for each row:

c =< c1, c2, ..., ch >, cj ∈ 1, ..., w . (8.21)

To obtain a continuous sequence the additional points have to be added to actual path as
is illustrated in Fig. 8.10. From several possible complete path definitions the one that
suits the oriented-stitch approach is adopted:

Pathc = {(i, j) : j = 1, ...h; i = µj, ..., cj} (8.22)

where µj = min(cj−1 +1, cj+1 +1, cj). For each path a criterion can be evaluated to asses
the expected visible transition inconsistency:

ε(Pathc) =
∑

(i,j)∈Pathc

E[i, j] (8.23)

In [103] is defined a sub-optimal minimum path algorithm on error map E of size w× h -
the oscillating search. The algorithm first evaluates single control point shifts in each step
as long as the criterion value can be decreased. This algorithm is used as a fast alternative
to the slow optimal path search procedures like the dynamical programming. The main
advantage is the computational speed. The oscillating search has polynomial complexity
while the optimal search is always exponential. This method is a step-wise procedure that
sequentially improves some actual solution and thus it can be stopped at any moment
to yield a usable result. Differences between the optimal and suboptimal search occur
in the areas of evenly distributed error and thus they remain visually indistinguishable.
However, it is very important to assure that the overlap image region itself is positioned
and sized not to rule out the existence of low error path.

The minimum path based stitching often produces good natural appearance of image
transition areas. However, if no good path exists in the error map, visible artifacts can not
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Figure 8.11: Adaptive blending to improve
visual consistency of stitched image areas.

# $�$�%�&
' & % '

( %�) *
+ # ,�%
-�%�( *

& # .�/�*
+ # ,�%
-�%�( *

* 0�1 + # ,�%2-�%�( ** 0�1!( %�) *
3 0�& $�%�&

* 0�1
& # .�/	*

3 0�& $�%�&

-�0�* * 0�4
( %�) *

3 0�& $�%�&

-�0�* * 0�4
& # .�/�*

3 0�& $�%�&
-�0�* * 0�4 + # ,�%2-�%�( *

5768 6

Figure 8.12: Patch creation. the stitching tech-
nique is used to create sides and corners of the
patch.

be avoided (as demonstrated in simple stitch in Fig. 8.11). Therefore the authors defined
the adaptive boundary blending (Fig. 8.11) to reduce the visibility of such unwanted
high-error artifacts. The idea is to interpolate between the overlapped source region to
the target with a locally adjusted intensity while utilising the minimum error path. The
adaptive blending process can be visualised using the blend intensity and blend colour-
maps separately. The boundary can be made almost unnoticeable in this way, except of
cases when the transition is made between principally incompatible texture image areas.

The previously described image stitching method can be extended to transfer general
continuous image regions while keeping the transition between the old and new unnotice-
able. During tile generation the algorithm searches for such a rectangular region in the
source texture image, where the opposite border areas are the most visually consistent
in both the horizontal and vertical directions. As a criterion of visual consistency it is
used RGB Euclidean distance. New tiles can be obtained using the described patching
technique with respect to Fig. 8.12. New tiles can be created by making a copy of the
template tile and subsequently covering its inner area by patches taken from different po-
sitions in the source texture image. Example image synthesis of the described method is
shown in Fig. 8.13.

Figure 8.13: Example of tiling using the described method. Ten original tiles were used to
produce synthesised image of leather02 and wood02 materials.

However, BTF tiling is much more complex task as the stitch should appear consistent
in all BTF planes. To decrease the computational complexity of such an extensive data
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processing we adopted a two-stage tiling process. In the first stage we only determine the
stitching and other parameters to be used later for actual tile creation. For this purpose
only a few sample parametric images are taken (prepared in full size, i.e., 800×800 pixels)
to represent different azimuthal and elevation view positions. The optimal stitching paths
are found in this subset of parametric images by means of the method described in [103].
In the second stage the complete raw BTF data are processed using the pre-computed
stitching parameters. Once all tiles become available, the final parameters of the proposed
Lafortune model are computed based on the BTF tiles. This procedure saves considerable
computational demands of Lafortune parameters estimation algorithm. For the sake of
the synthesised BTF rendering quality the number of computed tiles used is usually more
than one. In this thesis the maximal number of computed tiles is ten what we found
to be a reasonable compromise between the computational complexity and quality of the
output.

The time complexity can be described as follows. Preparation (estimation) of sample
Lafortune parametric planes in original BTF resolution to be used in the first tiling stage
takes about 1 hour. The first tile creation stage (stitching parameters learning) takes
usually less than 1 hour. The second stage, i.e., cutting the complete raw BTF data
to obtain raw data tiles based on the first-stage-parameters takes 3-5 hours, mainly due
to lots of slow data access operations involving thousands of files. The final non-linear
estimation of one-lobe Lafortune model parameters for ten different BTF image tiles of size
64×64 for all 81 reflectance fields comprised in the BTF database takes about 10 hours.
Note that if more reflectance lobes were used the time required for parameter fitting would
considerably increase a thus the storage space for these parameters would be much more
larger.

The time complexity mentioned above strongly depends on the BTF image size and
computational power involved. We used the BTF dataset from Bonn University of size
800 × 800 pixels and computer PC Athlon 1.9GHz.

Results

Fig. 8.14 shows the error curves (MAE) for individual test materials. For each material the
MAE is computed for all 81 view positions Rv (depicted on x axis) of clustered one-lobe
Lafortune model (LM-C, blue solid line) and its clustered polynomial extension (PLM-C,
red solid line) are compared with the corresponding non-clustered variants of LM and
PLM (both depicted as dash-dot line). The overall MAE values of all tested materials
were computed as averaged MAE of all reflectance fields and are are shown in Tab. 8.1
in contrast to the corresponding values of non-clustered PLM. The MAE for PLM-C is
slightly higher in comparison with PLM but this higher error is well counterbalanced by
the model size. The number of parameters to be stored have been reduced using proposed
parameter clustering at least ten times in contrast to the non-clustered PLM as it is evident
from the last column of Tab. 8.2. The tile resolutions for individual materials are listed in
this table as well. Generally, the less homogeneous is the material appearance the larger
image tiles are required for proper reproduction of the material characteristics.

Finally for subjective visual comparison of results we used the same 3D object as
previously. This car armrest is covered by different BTFs generated using the proposed
clustered PLM-C and it is compared with the non-clustered PLM as well as with the raw
tiled BTF as it is illustrated in Fig. 8.15. The first column shows the object covered by
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Figure 8.14: The mean average error (MAE) (according the equation (8.15)) of clustered one-
lobe lafortune model (LM-C – blue line) and its clustered polynomial extension (PLM-C – red
line) compared with non-clustered variants LM and PLM (dash-dot lines) for all 81 reflectance
fields of eight different BTFs: fabric01, fabric02, foil01, foil02, wool, leather02, wood01 and wood02
respectively.
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Table 8.2: Storage size of the proposed PLM and PLM-C in comparison with size of the raw
BTF data and their tiled representation.

storage size in MB

material raw BTF 10 BTF tiles PLM PLM-C tile size [pixels]

wool 733.3 103.4 33.5 4.3 25× 25

fabric01 6766 87.1 24.9 2.9 21× 23

fabric02 5863 77.5 24.1 4.0 19× 23

foil01 5190 728.1 406.8 19.2 86× 96

foil02 5065 527.5 296.7 13.8 74× 79

leather02 5074 659.7 381.0 18.6 86× 87

wood01 5330 1333.2 771.8 31.8 122 × 125

wood02 5083 2405.0 973.4 29.1 137 × 142

the raw BTF tiles, the second column shows results of PLM while the last column shows
the results of PLM-C. From these images it is apparent that the visual difference between
PLM-C and PLM results is almost indiscernible.

To sum up this section, we recall that the compression ratio of PLM-C ( 1
100 ) is ap-

proximately ten times higher and computational expenses are much the same.

Parametric BTF Tiles Rendering on 3D Object

Till this point the performance of the proposed method was expressed mainly in terms
of mean average error. In this section the synthesised BTF data are mapped on 3D tri-
angulated object to enable subjective visual comparison of the obtained results. In the
scope of this thesis we have used 3D model of Mercedes Class-C interior by courtesy of
Daimler-Chrysler and Bonn University. The car armrest in Fig. 8.15 is covered by eight
tested BTFs approximated by means of the proposed model. The first column represents
armrest covered by the original tiled BTF measurements, while the second column repre-
sents BTF data approximated using the one-lobe LM and finally the third column depicts
the armrest covered by the BTF data obtained using the proposed polynomial extension
of one-lobe Lafortune model (PLM). According to graphs in Fig. 8.5 the images in the
second column were dim and less contrast loosing information in dark parts as it is ap-
parent for example for foil01 material in comparison with the original BTF data in the
first column. On the other hand, observation of the third column show clear improvement
of the previous drawbacks and the images are more or less visually indiscernible from the
original in the first column.

Fig. 8.17 shows part of car gearbox covered with four BTFs approximated by means of
all proposed reflectance models. The first row shows original BTF tiling, the second row
shows result of one-lobe LM, the third row shows results of proposed PLM, the fourth row
shows clustered variant PLM-C and the last row shows PLM-C result for view interpolation
only. The result of PLM-C variant on car gearbox for different illumination angles is shown
in Fig. 1.1. Fig. 8.4 depicts two different examples of car interior covered with seven BTFs
approximated again using PLM-C. The results of proposed PLM-C model are compared
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with the results of probabilistic 2D CAR BTF model in Figs. 9.2 and 9.3.

Note that in the presented examples it is not used any shading method and the visual
appearance is produced by a combination of the BTF images, corresponding to the light
and camera position, on each object polygon.

8.3.2 Modelling of the Reflectance Model Parameters

An alternative solution to parameter tiling is their synthesis by means of probabilistic im-
age synthesis algorithm. Chapter 7 describes the following three different Markov random
field based probabilistic texture models: 3D Causal Auto-Regressive model, 2D Causal
Auto-Regressive model and Gaussian-Markov Random Field model. These stochastic
models enable synthesis preserving important statistical properties of the original texture
image.

The estimated Lafortune parametric images can be considered as texture images and
thus they can be synthesised by means of these stochastic models. The main motivation of
this parametric images modelling is a huge compression ratio of the probabilistic models
and parametric image synthesis of unrestricted size.

There are five Lafortune parametric images corresponding to parameters ρ,Dx, Dy, Dz , n

for each colour channel resulting in fifteen parametric planes in total. For the correct
synthesis all these planes have to be synthesised simultaneously to guarantee the corre-
spondence of the individual structural features. We synthesised the parametric images
of one-lobe Lafortune model for two different materials foil02 and wood02 by means of
all three probabilistic models introduced in Chapter 7. The obtained examples of BTF
images computed from the synthesised parametric images (corresponding to the individual
probabilistic texture models GMRF, 3DCAR, 2DCAR respectively) are shown in Fig. 8.16.

Although this approach seems to be a promising way of compression and modelling of
the Lafortune parametric images there are several practical problems which are not solved
yet. One of them is the synthesis time so the only way to use this modelling approach
is using hardware implementation. The next problem is preserving of the structure ele-
ments correspondence in parametric images synthesised in the individual synthesis passes
for different view positions. Unlike the reflectance BTF model the probabilistic models
are driven by a Gaussian white noise generator so that the individual synthesised images
can differ considerably. The most straightforward solution can be using the same noise
values for each Rv’s parameter synthesis. Moreover, the probabilistic models cannot pre-
serve regular structure of the original pattern sufficiently so they are suitable mainly for
materials with irregular structure as , e.g., wood, leather, etc. as it is shown in Fig. 8.16.

8.4 Summary of the Reflectance Models for BTF Modelling

Application of the reflectance models to BTF modelling is one of the most common ap-
proaches which can yield very realistic results. One can compare results of the proposed
PLM model with the original BTF tiles as applied on a part of car gearbox in Fig. 8.17.
The figure compares original BTF measurement mapped on car gearbox with results of
all reflectance models discussed in this chapter. These kind of BTF models can take ad-
vantage of steadily increasing power of graphics hardware enabling to perform relatively
complex processing of individual vertices and fragments of the textured object surface. So
the pixel-wise reflectance models can be easily implemented in such a way, however their
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Figure 8.15: Part of a car armrest covered using BTF when only view angle interpolation is used.
The figure includes the tiled original BTF data (first column), the results of one-lobe LM (second
column), the result of the proposed one-lobe PLM (third column) and results of the proposed
one-lobe PLM-C (fourth column) for eight different materials: fabric01, fabric02, foil01, foil02,
knitted wool, leather02 wood01, wood02.
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Figure 8.16: BTF images from the Lafortune parametric images obtained by probabilistic syn-
thesis. The figure shows the Lafortune parametric images estimated from the original BTF images
(first row), the original BTF images (second row), the BTF images obtained from the Lafortune
parametric images synthesised using GMRF model (third row), 2DCAR model (fourth row) and
3DCAR model (fifth row), respectively, for materials: foil02 and wood02.
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Figure 8.17: A part of Mercedes C-class gearbox covered using four BTFs: foil01, wood01 and
foil02, wood02. The first row illustrates using of original tiled BTF data, the second row depicts
approximation using one-lobe LM, the third row is result of proposed one-lobe PLM model, the
fourth row shows result of proposed clustered PLM-C model and the last row shows result of fast
PLM-C with view angles pixel-wise interpolation only.
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performance is tightly related to their complexity and kind of mathematical functions
involved. Nowadays, the pixel-wise BTF reflectance models can be rendered in real-time
frame-rates but an additional problems occur when the rendering of complex VR scenes is
required containing large number of distinct materials. This is quite common requirement
for example in computer aided design or safety simulation systems where preservation
of a real material appearance is essential. Fig. 8.4 depicts two distinct examples of car
interior covered by seven different BTFs. The total memory requirements for the storage
of all these materials are 119MB so they can be efficiently stored in GPU for fast BTF
rendering of simpler VR scenes. However, the rendering of more complex VR scenes con-
taining tens of different materials becomes time consuming due to two main reasons. The
first is non-zero time of the pixel-wise reflectance model computation with necessary BTF
interpolation and the second lies in loading-time of the reflectance model parameters into
graphics hardware memory. Thus the number of model parameters and their representa-
tion is a crucial problem of all pixel-wise BTF reflectance models. However, a reduction
of model parameter number leads to compromised visual quality of obtained results. For
instance the BTF data compression ratio of the most advanced BTF models is about 1

100
with the resulting size of 10MB in average per material. The following main drawback of
the reflectance models is their inability to synthesise BTF image of arbitrary size without
additional image synthesis methods as for instance image tiling presented in this thesis.
So the resolution of the synthesised BTF images is limited by the resolution of the original
BTF measurements.
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Figure 8.18: Two partial examples of car interior modelling (Mercedes-Class C). Images il-
lustrate seven different materials: wood01, wood02, foil01, foil02, fabric01, fabric02, leather02
approximated by means of proposed PLM-C BTF model.



Chapter 9

Results Verification and Testing

9.1 Probabilistic BTF Models Verification

Probabilistic BTF model results verification is a difficult problem. All probabilistic BTF
models presented in this thesis are based on some kind of MRF model - GMRF, 2DCAR,
3DCAR. However, these MRF models are stochastic models which do not produce exact
copy of an original texture but its accurate approximation. The original texture is sub-
stituted by the analytically synthesised texture preserving the major statistical properties
of the original. The quality of this representation depends on chosen model type and its
initial parameters as is the support set shape and size, direction of movement on image
grid, etc.. For this reason any differential metric based on pixel-wise image comparison
between original and estimated texture image does not make sense. Unfortunately, no
robust method is available yet for computation of this similarity. Thus the only known
way is to compare the overall visual similarity of two textures by an independent viewer.
There were several attempts of texture similarity metrics definition in the past as, e.g., the
work of Julezs [46] which suggested similarity measure based on the second order statis-
tical moments. However, this promising method was questioned later by the same author
in [48, 47] since many counter-examples of proposed similarity measure failure have been
shown. Another method based on the same assumption but using third order statistics
was introduced in [125]. Although, this method seems to be robust, it can only decide
whether two texture images are identical or not, thus the method does not provide any
similarity measure. So it is clear that till today there is no algorithm available providing
acceptable texture similarity measure. The only possible way of comparing two texture
images is based on subjective visual observation. To provide reliable similarity results by
means of visual observation we build up a relatively large group of voting observers. How-
ever, this is beyond the scope of this thesis. Moreover, these tests should be performed
for all processed BTF materials comprehending hundreds of distinct synthesised results.
Thus we compared all results in this thesis according to subjective visual observation of
a small group of the department colleagues. Despite the dependence on personal observer’s
preferences this method provides satisfactory results as can be seen on examples in Fig. 9.2
and Fig. 9.3.

In the case of BTF synthesis all synthesised subspace images had to be compared
with the corresponding set of original cluster representatives, i.e. 15-25 couples of colour
images. The ranking priority was set to emhasise preservation of colour hues as well as
the mesostructure of the material.
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9.2 Reflectance BTF Models Verification

Unlike MRF BTF models the verification of the proposed reflectance BTF models is much
easier, since the overall structure of the material together with its original localisation
is preserved. Therefore we can employ differential measure between individual pixels of
original and approximated texture image. We used a mean average error (MAE - see
(8.14)) computed for individual BTF images. Fig. 9.1 illustrates the MAE course for
knitted wool reflectance field Rv− θv = 60o, φv = 54o. Each point on the curves represents
one illumination position for fixed view position. The MAE is computed in each point
with respect to (8.14) between original BTF image and its approximation using the LM
and PLM.

Figure 9.1: Mean Average Error for knitted wool reflectance field Rv − θv = 60o, φv = 54o.

The final BTF data verification is performed when original BTF data and their approx-
imation by proposed BTF model are mapped onto the same test 3D object and visually
compared for the same view and light positions as is depicted in Fig. 9.2, Fig. 9.3 and
Fig. 1.1.

During our experiments it became clear that no ideal BTF model exists. MRF probabilistic
BTF models yield utmost data compression while producing compromised visual quality
results for some materials. Whereas the models based on reflectance models or BTF
factorisation have excellent visual quality almost indiscernible from originals, their memory
requirements are still too high for complex scene rendering. Moreover, in contrast to
proposed MRF models the reflectance models can only reproduce original BTF, thus one
has to deal with BTF enlargement by means of some additional modeling method.

For these reasons the type of optimal BTF model should be chosen carefully according
to application purpose depending on bandwidth of used graphics hardware, speed of BTF
rendering, quality requirements, data compression, etc.. For example, in game industry’s
VR systems there is no need to have so accurate material reflectance approximation as
in VR systems aimed to car or architectural interior design or for safety simulation in
automotive or airspace industry. Moreover, the BTF rendering speed is a crucial factor
for real-time simulations, where different BTF models than are suitable for instance for
high quality rendering applications and so on.
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Figure 9.2: Comparison of measured BTF with two proposed BTF models. First image shows
tiled original BTF measurements of foil01 and wood01 materials mapped on part of car gearbox.
Following images show results of proposed polynomial extension of Lafortune reflectance model
(PLM) (second) and probabilistic BTF model based on 2D CAR subspace MRF modelling (third).
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Figure 9.3: Comparison of measured BTF with two proposed BTF models. First image shows
tiled original BTF measurements of foil02 and wood02 materials mapped on part of car gearbox.
Following images show results of proposed polynomial extension of Lafortune reflectance model
(PLM) (second) and probabilistic BTF model based on 2D CAR subspace MRF modelling (third).



Chapter 10

Conclusions and Future Work

The main objective of this thesis was development of novel Bidirectional Texture Function
(BTF) models enabling high BTF data compression and their fast rendering being suitable
for direct hardware implementation, while the major visual characteristics of approximated
BTF are preserved.

10.1 Contributions of the Thesis

In this thesis we present an overview of BTF compression and modelling methods published
up to now and propose two novel BTF modelling approaches with several corresponding
BTF models:

• Probabilistic BTF models based on a set of the following underlying texture
models:

– 2D causal autoregressive model
– 3D causal autoregressive model
– Gaussian-Markov random field model

• Polynomial extension of pixel-wise reflectance BTF model

During development of these BTF models a variety of image processing, statistical and
computer graphics methods were employed to develop two different BTF data processing
pipelines consisting of BTF analysis, compression and modelling, synthesis and visualisa-
tion of synthesised BTF results on 3D objects.

We should emphasise that no ideal BTF model can be claimed the best. Each BTF
model has its advantages and disadvantages and is tailored for different application and /
or kind of approximated material. In the following text we shortly describe and compare
the both BTF modelling approaches proposed in this thesis, discuss their pros and cons
and proper application areas.

In the first proposed BTF modelling approach we actually published the first genera-
tive BTF models. This approach is based on statistical analysis of BTF subspace images
by means of several Markov random field multi-scale models. BTF subspace images are
obtained using BTF segmentation. Based on to these MRF parameters the novel sub-
space images are synthesised with corresponding spectral and spatial information. These
subspace images are finally interpolated with respect to actual view and illumination di-
rection and for rough materials also combined with surface height information by means
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of bump/displacement mapping filter. Surface height information is enlarged using image
quilting method and the underlying MRF model enables synthesis of subspace images in
arbitrary resolution so the resolution of synthetic BTF is actually limited only by hard-
ware limits. Due to the model’s inherited stochastic character these methods can not
exactly reproduce BTF spatial patterns locations as it is common for reflectance mod-
els. For regular materials the regularity has to be introduced into the model by means
of surface height information. Our test results prove extreme BTF data compression ra-
tio of the proposed BTF model simultaneously with very realistic visual quality. Some
synthetic BTF textures reproduce given measured images so that both the natural and
synthetic textures are visually almost indiscernible and even the worst results can be used
for preliminary BTF texturing applications at the least. These models enable huge BTF
compression ratio unattainable by any other BTF compression method (∼ 1

105 ). Similarly
to the second proposed reflectance BTF model, this kind of models enables also very fast
BTF synthesis and rendering implemented in graphics hardware.

Advantages:
• extreme compression ratio ∼ 1

105 ,
• synthesis of BTF of arbitrary size,
• fast BTF synthesis implementable in GPU (2D CAR model),
• mip mapping for free due to a multi-scale nature of the model,
• possibility of BTF approximation from spare set of BTF images.
Disadvantages:
• compromised visual quality for highly non-Lambertian or translucent materials,
Application field:
• computer games industry or other VR applications running on low-end hard-

ware offering satisfactory BTF approximation capturing its most apparent visual
features.

The second proposed BTF modelling approach is based on polynomial extension of
pixel-wise Lafortune reflectance model computed for individual spectral channel of ev-
ery pixel. The advantage of this model consists in using only one reflectance lobe while
the remaining fitting is done by means of polynomial extension of one-lobe Lafortune
model. Using of one-lobe model considerably reduces the number of model parameters
which have to be stored. Moreover, the memory requirements of introduced polynomial
coefficients are negligible in comparison to Lafortune parameters. Proposed reflectance
model has similar computational requirements as pixel-wise Lafortune model while us-
ing only few additional linear operations so it can be easily implemented in graphics
hardware. To increase the model’s BTF compression ratio even more we introduce a clus-
tering variant which enables ratios ∼ 1

2·102 whereas the computational requirements re-
main similar. Due to the fact that the original Lafortune model itself can not enlarge
BTF to arbitrary size our generalisation applies a simple image quilting of Lafortune
parametric images. The results of this model show its excellent performance for all
eight tested BTFs even for materials with complicated underlying structure producing
strong subsurface scattering effects, e.g., in the case of two kinds of lacquered woods.
Advantages:
• excellent visual quality for all tested materials,
• fast BTF synthesis implementable in GPU,
• moderate compression ratio ∼ 1

2·102 .
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Disadvantages:
• includes additional method for enlargement of synthesised BTF images,
• time consuming offline parameters estimation and clustering.
Application field:
• professional VR systems (CAD) with high requirements on visual quality and

accuracy.

An overall visual comparison of both proposed modelling methods to original BTF is
given in form of a VR scene showing a part of car gearbox (see Fig. 9.2 and Fig. 9.3).
The images demonstrate high visual quality of both proposed BTF approaches as well as
principal differences between probabilistic and pixel-wise reflectance BTF models, which
is apparent mainly in part of the object covered by BTF of smooth lacquered wood.
Attributes of the individual BTF modelling approaches implemented in the scope of this
thesis are compared in Tab. 10.1.

Table 10.1: A comparison of the proposed BTF modeling methods attributes.

Tiling PLM-C GMRF 3D CAR 2D CAR

compression ratio 1
3

1
102

1
105

1
105

1
105

seamless enlargement Y Y Y Y Y
anal./synt. separated Y Y Y Y Y
block-wise processing Y Y N Y Y
GPU implementation Y Y N Y- Y
parallel synthesis N Y Y Y Y
unseen data N Y- Y Y Y

10.2 Future Research

Even though both proposed BTF modelling methods enable fast and visually correct BTF
modelling, several problems remain to be solved in this research filed to enable wider use
of BTFs.

• BTF interpolation for arbitrary view/illumination direction is necessary for
producing of BTF renderings without visible seams. However, this is costly opera-
tion which can take the same time as enumeration of BTF model and consequently
considerably prolongs the rendering pipeline.

• Accuracy of BTF data is limited in contemporary BTF databases. This is caused
by limited accuracy of robotic sample holder and the rectification procedure itself.
However, new methods of BTF measurement should solve this problem in near fu-
ture.

• BTF standards are not suggested or developed yet, because there is no standard-
ised BTF compression or modelling method agreed upon. This may be due to the
relative novelty of BTF and its complexity, which allows so far only development
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of methods precisely tailored to required application and hardware/software plat-
form. Owing to this reason there is not common commercial or public domain BTF
renderer available yet.

• Obviously there is vast space of other possible statistical models (not only MRFs)
which can be investigated for BTF modelling purposes.

Although the Bidirectional Texture Function is a novel research area and BTF is not
used yet as a standard material description in computer graphics its potential is very
high as it enables relatively fast photo-realistic modelling of simpler virtual reality scenes.
With continually developing BTF measurement systems and graphics techniques as well
as increasing computational power it is obvious that the number of possible BTF applica-
tions will increase considerably in near future and BTF modelling will add a new level of
perfection to contemporary virtual reality systems.
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[39] M. Haindl and V. Havĺıček. Prototype implementation of the texture analysis ob-
jects. Technical Report 1939, ÚTIA AV ČR, Praha, 1997.
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Appendix A

Proposed Probabilistic Models’ Results

BTF material: fabric01

BTF material: fabric02

BTF material: wool

Figure A.1: Bump-mapping (left) in comparison with proposed 2D CAR probabilistic
BTF model on part of cylinder lighted from left and right respectively.
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BTF material: foil01

BTF material: foil02

BTF material: leather02

Figure A.2: Bump-mapping (left) in comparison with proposed 2D CAR probabilistic
BTF model on part of cylinder lighted from left and right respectively.



Appendix B

Proposed Reflectance Models’ Results

See other page.
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Figure B.1: Part of a car armrest covered with BTF when only view angle interpolation is used.
Tiled original BTF data (first column), results of one-lobe PLM (second column) and one-lobe
PLM-C (third column) for eight different materials: fabric01, fabric02, foil01, foil02, knitted wool,
leather02 wood01, wood02.



Appendix C

Contents of the Enclosed CD

With this thesis is enclosed a CD comprising:

• HTML presentation of proposed BTF model’s results. This document is also avail-
able on html://www.utia.cas.cz/RO/demos/dt_jf/dt_jf.html.

• Animations of car interior parts covered with results of the proposed BTF models
for varying view and illumination directions.

• Electronic version of this document in PDF format.
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